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This workshop aims to advance the topic of standardization of robot experiments in Human-
Robot Interaction (HRI) scenarios. The workshop follows up on previous workshops focusing 
on international robot standardization and benchmarking in the areas of industrial, medical, 
and personal care robots (ICRA 2013, HRI 2014, IROS 2014 and ERF 2015). While the R&D 
community produces great amounts of scientific outputs on HRI, the results are scattered in 
a myriad of different approaches and ways of performing and testing the interaction; metrics 
which have been used include efficacy, effectiveness, user satisfaction, emotional impact 
and social components. The main consequence is that results are not comparable and 
benchmarking of the various approaches proposed is not possible. The community is still 
missing consensus tools to benchmark robot products (robot producer/industrial perspective) 
and robot applications (research/academic perspective). Modes are required for the 
standardized assessment of robot products and applications in use in terms of safety, 
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inputs as appropriate. 
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Functional and Non-Functional Expressive Dimensions: Classification of
the expressiveness of the face of humanoid robots

François Ferland and Adriana Tapus
Robotics and Computer Vision Laboratory

ENSTA-ParisTech
Palaiseau, France

Email: {firstname.lastname}@ensta-paristech.fr

Abstract— In Human-Robot Interaction (HRI), an important
quantity of work has been done in investigating the reaction of
people toward robots that can express emotions. However, the
large variability of expression modalities (e.g., gaze, gestures,
speech modulation) available can make comparisons between
experimental results obtained on different robots difficult. We
believe that developing a common taxonomy to describe these
modalities would contribute to the standardization of HRI
experiments. Starting with facial expressions from humanoid
robots, this short paper aims at encouraging discussion toward
a classification system for expression modalities of robots
commonly used in HRI.

I. INTRODUCTION

Motivated by the ageing population in many countries
around the world, there have been multiple projects for the
development of assistive robots and other intelligent devices,
ranging from small assistant-like software for mobile phones
to mobile robots embedded in elder care living facilities. One
of the objectives pursued by the Human-Robot Interaction
(HRI) and social robotics community is the development
of natural, human-like behaviors for intelligent autonomous
systems. These systems are often embodied by robots or
virtual agents on a screen, both usually designed to have
a human-like appearance. This enables system designers
to imitate humans’ behaviors so as to create expressive
modalities, such as displaying a smile for joy or nodding
in agreement of a statement.

Many studies have been conducted on the effectiveness
of expression modalities in various interaction settings. For
instance, proxemics have an important impact in human-
robot interaction. A robot located too close to a person might
induce stress [1], and people who dislike a robot tend to keep
a greater distance from them, especially to compensate for
an increasing eye contact from the robot gaze [2]. Having a
directed or averted gaze also has an influence on the minimal
comfortable interaction distance, increasing or decreasing
depending on the gender of the person [3]. Similarly, a robot
with motion-oriented gaze behavior can be perceived as more
engaging and human-like [4], and it has been shown that
a robot matching the personality of its users by adopting
its gaze behavior can have a positive impact in a puzzle-
solving task [5]. Furthermore, the appearance of the robot
also has an impact on its perceived effectiveness, as it has
been observed that people systematically preferred robots
for jobs when the human-likeness of the robot matched the

sociability required in those jobs [6]. In the same vein, it
has been observed that the height of a telepresence robot
has an impact on persuasion and dominance, which matches
human-human interactions [7].

This illustrates how different robots, even with the same
objectives, can have a different impact depending on not
only their behavior, but also their capabilities and physical
shape and appearance. To achieve standardization in HRI
experiments, using identical robots would avoid introduc-
ing unwanted factors. Obviously, this is not possible in a
practical sense. Except for a few popular robots like NAO
from Aldeberan Robotics or PR2 from Willow Garage, there
are not many other interactive robots that achieved the
kind of commercial success necessary to make this feasible.
Furthermore, research groups that are more interested in the
design aspect of interactive robots understandably prefer to
conduct experiments with their own unique systems.

However, we posit that there is an alternative to having
researchers use identical robots. To facilitate comparisons
between different robots used in similar HRI experiments,
we propose the development of a classification system for
the expressiveness of humanoid robots. As a start, this short
paper illustrates an example of classification system that
could be developed for face expressiveness, based on a small
selection of robots that are used in HRI research. In this
work, face expressiveness refers to animated features of the
face such as eyebrows or the mouth, but also to gaze and
general head motion.

This paper is structured as follows: Section II describes
a selection of robots that have been used in HRI research,
focusing on their capabilities for facial expressions; Section
III proposes a classification system that can be used as a
shorthand for describing these capabilities; finally, Section
IV concludes the paper with suggestions on how this clas-
sification could be extended to other features of interactive
robots.

II. ROBOTS COMMONLY USED IN HRI

Table I lists the features of the robots that were selected
for this paper. This selection is not meant to be exhaustive.
Instead, robots were selected to show sufficiently different
ways of reproducing human features and behaviors, and thus
help in the development of a classification system. These
robots are Baxter from Rethink Robotics, Wakamaru from



Mitsubishi Heavy Industries, NAO from Aldebaran Robotics,
IRL-1 from Université de Sherbrooke [8], M-1 from Meka
Robotics, and EMYS developed by the Wroclaw University
of Technology for the EU FP7 LIREC Project [9]. From this
set of robots, we noted the list of features such as having
an articulated mouth that are found on at least two robots.
The following sub-sections discuss the differences between
robots for each of those features.

A. Eye gaze

For eye gaze, we observe a wide variety of solutions, from
completely virtual (Baxter) to unique features such as an
extra degree of freedom (DOF) for eye popping (EMYS).
Some of them have fixed orientation (Wakamuru, NAO), and
rely entirely on the head to direct the gaze. An advantage
of having eyes that can be rotated separately from the head
is a faster reaction time to new gaze targets. Except for one
(Wakamaru), all have a pupil distinguished from the rest of
the eye, with one that are actually made from cameras (Meka
M-1), which indicates that the robot actually sees from its
eyes. This is not the case for all robots. For instance, hiding
the eyes of the NAO does not block its cameras located at
the top of its head and its mouth.

B. Head orientation

Except for one (Baxter), all robots can rotate their head.
Only two (Wakamaru, Meka M-1) has an extra DOF for roll
angle.

C. Eyebrows

Only one robot has physical eyebrows in this selection
(IRL-1). However, EMYS can use the tilt angle of its top
plate to represent the brow on a wide range of motion.
Furthermore, the Baxter has them on its display.

D. Eyelids

Only two robots have mechanical eyelids (Meka M-1,
EMYS), while one can display them on a screen (Baxter).
While EMYS only has top eyelids, they can be rotated in
addition to being closed. The rotation of the eyelids can
play the role of frowning eyebrows. The Baxter also includes
eyelids in its display.

E. Mouth

Only one robot has a mechanical mouth (IRL-1), repre-
sented by two flexible tubes moved by the rotation of four
mouth corners. However, EMYS has a bottom plate that can
act as a jaw. As with other features, the Baxter could be
programmed to display a mouth.

III. CLASSIFICATION OF FACE EXPRESSIVENESS

From the set of features described in Section II, we can
attempt to generalize them and construct a classification
system. First, one dimension can be extracted: functional
or non-functional, purely expressive features. For instance,
the gaze can be used in a neutral fashion to change the
orientation of sensors and indicate where the robot is looking.
However, eyebrows usually do not have any other function

than expressing an emotion. We can select at least two
categories of features that have functional features: gaze and
mouth. Table II summarize the classification system for these
features.

A. Gaze

Gaze, achieved by rotating the head and/or the eyes, serve
both functional and expressive requirements. On robots such
as Meka M-1, it is necessary to direct its cameras. For
gaze, we propose to classify it on a spectrum: G0 for robots
without gaze, G1 for a fixed gaze, G2 for an oriented gaze,
and G2+ for a gaze that can be oriented independently from
the head. For robots that use a display for the gaze, we add
the ”V” suffix. So, a robot with a head that can have an
orientation but using a display for its eyes would receive
the G2+V classification. In Sec. II, robots are either G2
(Wakamaru, NAO, EMYS), G2V (Baxter), or G2+ (IRL-1,
Meka M-1).

B. Mouth

The mouth can be also seen as a functional element. If
its motion is synchronized with speech generation, it can be
used as a visual cue, for instance to identify which robot
is speaking in a close group, or even detect a speaker that
is malfunctioning or with a volume set too low. For the
mouth, we propose a spectrum similar to the one used for
the gaze: M0 for robots without a mouth (Standard Baxter,
Wakamaru), M1 for a fixed mouth (NAO), and M2 for
mouths with one or more DOF (EMYS, IRL-1). For robots
using a display for their mouth, we also add the V suffix
(Meka M-1).

C. Non-functional expressive features

Purely non-functional expressive features are harder to
classify from a DOF standpoint. For instance, if we try to
classify the rotation of the eyelids of EMYS, it can be asso-
ciated to the angle of the eyebrows. Since most expressions
are largely inspired from human ones, we propose to use
Action Units (AUs) of the Facial Action Coding System
(FACS) [10], which are used for emotion recognition. For
instance, happiness can be recognized as a combination of
AU6 (Cheek Raiser) and AU12 (Lip Corner Puller), while
surprise is a combination of AU1 (Inner Brow Raiser), AU2
(Outer Brow Raiser) AU5 (Upper Lid Raiser), and AU26
(Jaw Drop). Thus, a robot face expressiveness could be
described with respect to the set of AUs that it can reproduce.
For instance, while AU1 and AU2 can be performed by IRL-
1, they cannot be combined, which is a feature achieved
by the eyelids and the top plate of EMYS. Similarly, while
AU26 is hard to achieve by all robots except EMYS, AU12
can only be achieved by IRL-1 and Meka M-1.

D. Non-human features

Finally, there are some features that do not have a direct
human equivalent, but can still successfully be used to
convey emotions. This is the case of the eye popping DOF
of EMYS, which can effectively express a carton-inspired



Baxter Wakamaru NAO IRL-1 Meka M-1 EMYS

Eye gaze Virtual Fixed Fixed Pan, tilt Pan, tilt Fixed
Head orientation Fixed Pan, tilt, roll Pan, tilt Pan, tilt Pan, tilt (1), roll Pan, tilt (1)
Eyebrows Virtual None None Yes None None (2)
Eyelids Virtual None None None Yes Yes, with orientation
Mouth None (3) None None (4) Yes LED Matrix None (2)

Gaze classification G2V G2 G2 G2+ G2+ G2
Mouth classification M0 (5) M0 M1 M2 M2V M2

TABLE I: Description of facial expression features for six robots and their classification. (1) Both Meka M-1 and EMYS
feature an additional tilt angle on the neck. (2) While EMYS does not explicitly have eyebrows or a mouth, the top and
bottom plate can act as them. (3) While Baxter does not display a mouth on its screen, it could be programmed to. (4)
NAO has a hole for a camera where one would expect a mouth. (5) Baxter could be programmed to display a mouth, which
would receive a M2V classification.

Gaze None Fixed Oriented Head-independent
G0 G1[V] G2[V] G2+[V]

Mouth None Fixed Articulated
M0 M1[V] M2[V]

TABLE II: Classification of functional features. [V] is an
optional suffix noting that the feature is rendered by a display.

surprise, or variations of Meka M-1 with ears that can change
their orientation, such as Simon of the Socially Intelligent
Machines Lab at Georgia Tech. Since these features are fairly
unique in humanoid robots and thus not generalized, it is not
currently possible to extract a specific classification for them.

IV. CONCLUSION

This short paper presents the first steps in a proposal for
classifying the face expressiveness of robots found in the
HRI community. We believe that having a common set of
terms for describing the expressive features of robot faces
will help the description of standardized HRI experiments.

The underlying goal of this work is to arrive at a full
classification of whole-body expressiveness, as having a
face is only one modality out of many that an autonomous
intelligent system can use to interact with humans. For
instance, if proxemics depend on the distance between a
robot and a person interacting with it, the way a robot moves
to change this distance can have an impact on the perception
of the person. A wheeled robot, omnidirectional or not, does
not move the same way as a legged one. Furthermore, the
spoken expression of emotions, whether by content (e.g.,
stating ”I am happy”) or by the modulation of speech is
another important component of expressiveness.

By generalizing functional and non-functional expressive
features of each subsystem of an autonomous robot and
evaluating them on a scale of their human-likeness, we will
have a complete taxonomy for the expressiveness of interac-
tive robots. As a result, HRI experiment results involving

expressiveness will be easier to understand and compare
between each other.
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Abstract—Test beds for evaluating human-robot interaction
(HRI) are generally developed to fit a particular experiment,
lacking a common set of tasks. The standard test methods for
response robots specified through ASTM E54.08.01 are used
to evaluate robot mobility, manipulation, sensors, and operator
proficiency. There are four test methods that focus on proper
situation awareness (SA): Line Following, Center in Alleys, Align
Edges, and Pan Tilt Zoom. These tests serve as candidates
for standardized HRI experimental set ups as they simply and
effectively capture many characteristics of the robot, interface,
and operator. We discuss an example data set of test method
performance and how they can be used to evaluate HRI.

I. INTRODUCTION

There currently exists no standard experimental set-ups for
evaluating human-robot interaction (HRI). In order for such
experiments to be standardized, they must be able to be applied
to many different robots and interfaces of varying capabilities.
The test metrics must be broadly applicable such that the
performance of the robot, interface, and operator are captured.

The standard test methods specified through ASTM
E54.08.01 Committee on Homeland Security Applications;
Operational Equipment; Robots [1] are used to evaluate re-
sponse robot capabilities and operator proficiency. They have
been used to evaluate many teleoperated robots and to train
end-users in urban search and rescue (USAR) and explosive
ordinance disposal (EOD) domains. The test methods are
performed without line-of-sight, meaning the operator must
rely on the interface as they would in a real scenario. The
settings for each test method are malleable such that they can
be tuned to the characteristics of the robot. All aspects of the
system (e.g., robot configuration, interface modalities, operator
knowledge of system) have in impact on performance.

The test methods in the Maneuvering suite highlight the
capabilities of the robot, interface, and operator at maintaining
situation awareness (SA). Due to the test methods’ malleabil-
ity and holistic nature, they are good examples of potential
standardized HRI experiments. To this end, we discuss a path
forward for using them as such.

II. RELATED WORK

During the early development of the E54.08.01 standard
test methods, physical and virtual implementations of test
arenas were used [2] [3]. The arenas used versions of the
test methods in an operational scenario, combining elements
to form the challenges of each arena. These experiments have
also been used to perform iterative HRI designs.

A test bed for evaluating HRI with EOD robots [4] distilled
a set of tasks based on existing law enforcement training
programs and real world incidents. The number of button
presses and mode changes needed to perform each task were
used to evaluate the HRI. From this it is suggested that the
information required from the interface to perform each task
be defined to determine if an operator can access it properly.

One of the four lessons learned from a longitudinal study
of real world USAR events and training exercises highlighted
that SA was a very prevalent issue with the HRI [5], citing
that half of the operation time is spent gaining SA. These
interactions could be evaluated using many of the common
metrics for HRI [6], such as assessing the accuracy of mental
models, had they occurred in a more controlled scenario.

III. STANDARD TEST METHODS

There are four test methods in the Maneuvering suite:

• LF: Line Following (ASTM E2829)
• CA: Center in Alleys
• AE: Align Edges
• PTZ: Pan Tilt Zoom (ASTM WK33261)

An image of each test method can be seen in Figure 1. Each
test method can be adjusted based on the characteristics of the
robot and interface to allow for equally difficult challenges be-
tween platforms. Any teleoperated or semi-autonomous mobile
robot with at least one camera can be used.

The performance metric used for the test methods is the
number of tasks completed per minute, or rate of advance.
For LF, CA, and AE, one task refers to traversing from one
end of the test apparatus to the other and back, with some
type of obstacle to be negotiated in between. The first half of
a task is performed while traversing forward and the second
half in reverse. For PTZ, one task refers to viewing near and far
acuity targets in the apparatus. Each test has its own rules for
fault conditions; if a fault occurs then that task is not counted
and must be repeated. The time on task continues to increase,
resulting in a decreased rate in advance.

A. Line Following (LF)

The operator drives the robot over a figure-8 line on the
ground, of which each end falls in one of the apparatus’ end
zones. The line must remain underneath the robot’s body while
traversing, meaning the operator must maintain a view of the



Fig. 1. Images of the standard test methods. Left to right: Line Following, Center in Alleys, Align Edges, and Pan Tilt Zoom near and field targets.

line with respect to the robot. The figure-8 shape forces the
operator to match the direction of the line with the orientation
of the robot. If the robot drives off of the line such that it is
visible outside of the robot’s body then a fault is incurred.

B. Center in Alleys (CA)

The operator drives the robot between two walls that form a
confined passageway sized to the turning diameter of the robot.
The passageway is perpendicular to a straight path between
the end zones, requiring the operator to turn the robot while
traversing through. The walls are attached to the apparatus
using vertical barrel bolts into the floor such that if they are
bumped slightly by the robot then they will remain in place,
but hard collisions will move them. If the walls are moved due
to a robot collision then a fault is incurred.

C. Align Edges (AE)

The operator drives the robot over two rails parallel to a
straight path between the end zones. The distance between the
outside edges of the rails is set to match that of the robot’s
wheels or tracks. Two sets of rails must be traversed; one on
the right side of the lane and the other on the left. A platform
in between each set allows the operator to orient the robot’s
approach to the next set. If the robot falls off of the rails, then
a fault is incurred.

D. Pan Tilt Zoom (PTZ)

While staying in a fixed location, the operator points the
robot’s camera(s) at targets with visual acuity artifacts. The
near and far field targets are each labeled A-J; the operator
alternates between looking at a near field target and then its
corresponding far field target. The visual acuity artifacts used
are Landolt C eye charts, which have concentric circles with
cuts in them at varying orientations. Based on the robot’s
camera(s) resolution combined with the interface’s display
resolution, the operator is able to identify the orientation of the
Landolt C eye charts to the level of acuity that is achievable.
The robot is allowed to rotate in place if necessary.

IV. SITUATION AWARENESS FACTORS

Each test method is defined by the level 1, 2, and 3 SA
(as defined in [7]) it requires to be performed in Table I.
The ability of an operator to acquire and maintain these SA
elements is influenced by a variety of characteristics of the
robot, its interface, and the operator.

A. Robot Characteristics

For CA and AE, the dimensions of the footprint of the robot
will affect how the walls and rails are positioned, respectively.
Many robots in this domain use manipulators (generally on
top of the base) and articulators (on the front and/or back
of the base) that increase their overall size profile. If these
components are able to be moved such that the footprint of
the robot is made smaller (i.e., closer to the center of the
robot’s volume), it will aid in completing CA. The robot may
also be tethered, most commonly on a motorized spool. These
components introduce additional SA of the robot’s status that
the operator must maintain.

Teleoperated robots require at least one or two cameras
that provide forward and rear facing views, but the number
of cameras, where they are located on the robot, and their
individual qualities (e.g., fixed or dynamic, field of view) can
vary. Exocentric cameras located above the robot’s body and
provide an outside view of it have also been shown to increase
spatial reasoning [8]. These cameras may be located on the
robot’s manipulator or a vertical pole referred to as a mast.
The ability to pan, tilt, and zoom these cameras around to
view the body of the robot (CA and AE) and the environment
around it (PTZ) is also beneficial. Alternatively, for PTZ, one
or more fixed cameras can used, but the robot will have to
rotate in place in lieu of a rotational degree of freedom.

B. Interface Characteristics

The interface used by the operator to control the robot
(specifically the information it provides and the operator’s
knowledge of it) is the largest contributor to performance.

Test Level 1 SA Level 2 SA Level 3 SA

Line Following Local environment (line) underneath the front
and back of the robot

Alignment deviation of the line from underneath
the robot

How to adjust the robot’s position to maintain
alignment while traversing

Center in Alleys Local environment (walls) around the outside
of the robot’s volume Distance from the walls to the robot How to adjust the robot’s positioning to avoid

collisions while traversing

Align Edges Local environment (rails) underneath the outside
edges of the robot

Alignment deviation from the robot’s position to
the edge of the rails

How to adjust the robot’s positioning to maintain
alignment while traversing

Pan Tilt Zoom Local (near field targets) and global (far field targets)
environment around the robot

Proper positioning of the robot’s position and its
camera, and the pan, tilt, and zoom settings of
its camera(s)

How to adjust the robot’s camera and/or positioning
to decipher the environment

TABLE I. THE SPECIFIC LEVEL 1, 2, AND 3 SA (AS DEFINED BY [7]) THAT MUST BE MAINTAINED TO PERFORM EACH TEST METHOD.



Robot Exocentric
Camera Panning DOF Manipulator Articulators Tether

Option
Camera
Presentation

Interface
Pose Info LF CA AE PTZ

A n/a Body rotate n/a Rear No Single, multiple Side * * * 0.62, 0.82

B Mast,
manipulator Body rotate 5 DOF n/a No Single Side 1.3 2.5, 2.35, 2.45 0.8 1.1

C Manipulator Body rotate 4 DOF Front No Single, multiple Side 1.4 2.0 0.3 0.83
D Manipulator Body rotate 5 DOF Front No Single, multiple Isometric 2.1 3.3 0.7 1.7

E Mast,
manipulator Body rotate 5 DOF n/a No Single Side * * * *

F Mast,
manipulator Camera control 8 DOF Front Yes Single, multiple Isometric * 0.13 0.1, 0.14 *

G Manipulator Camera control 7 DOF,
telescoping limbs Front, rear No Single, multiple Isometric * * * *

H Mast,
manipulator Camera control 4 DOF n/a No Single, multiple Isometric * 0.5, 0.65 0.25 2.0, 1.82

I Mast,
manipulator Camera control 6 DOF;

telescoping limbs Front, rear Yes Single, multiple Side * 0.46, 0.22, 0.5, 0.27 * *

TABLE II. ROBOT AND INTERFACE CHARACTERISTICS THAT ARE PERTINENT TO HRI AND EXAMPLES OF PERFORMANCE DATA IN EACH OF THE TEST
METHODS. EACH PERFORMANCE METRIC IS A RATE OF ADVANCE, MEANING THE NUMBER OF TASKS COMPLETED PER MINUTE. * INDICATES THAT THE

PERFORMANCE DATA FOR THAT ROBOT’S PERFORMANCE IN THE TEST METHOD WAS NOT AVAILABLE AT THE TIME OF PUBLICATION.

Input devices generally use at least one joystick of some kind
in addition to a series of buttons or switches. The sensitivity
of the joystick, complexity in changing control modes (e.g.,
navigating a series of menu screens vs. flipping a switch),
and latency between command and feedback can affect the
operator’s ability to perform the test. If a system employed
automatic direction reversal (ADR), which has the system
maintain the orientation of its control when driving in reverse,
it could improve performance [9] in LF, CA, and AE.

To perform CA, the robot’s footprint must be reduced
by adjusting the its manipulators and/or articulators. Some
interfaces offer predefined poses that can be selected, which
is beneficial for robots with many degrees of freedom. A
visualization of the robot’s pose is also common, either as
a side profile or isometric representation, which can increase
the operator’s SA of the robot’s status [10].

The presentation of camera views can vary greatly between
interfaces. Most systems are able to display full screen views
of a single camera if desired. If multiple cameras are used,
different options for picture-in-picture are generally available,
such as a smaller display overlaid in the corner of a larger
display (referred to as the “rear view mirror”), or displaying
many views at once. Cameras may also be displayed in
panoramic to provide a very wide field of view, which may aid
in performing CA and AE. Local distance sensors could reduce
collisions [11] while performing CA, although not many have
been exhibited on deployed response robots.

C. Operator Characteristics

The operator of the robot must be able to acquire and
maintain proper SA of the robot’s surroundings and status.
Continued use of the test methods is intended to increase
an operator’s understanding of the robot’s capabilities and
knowledge of how to control it. Given that poor exhibition
of HRI with response robots has been observed during real
world scenarios such as during the Fukushima Daiichi disaster
response [12], the development of this work is pertinent.

The operator must have an accurate mental model of the
robot, particularly if it has a manipulator and/or articulators,
when performing CA. Some interfaces do not provide such
information, so the operator must mentally update their mental
model every time they move the robot. Operators may prefer
a system that uses inverse kinematics to control a high degree
of freedom manipulator, while others may prefer to control

each joint individually. The operator must also have proper
spatial awareness of the relationship between the environment
features and the robot for all test methods.

Some of these characteristics can be aided or hindered by
the interface being used. For instance, if an exocentric camera
with a more angled view is used then the distance between
the robot and local obstacles can be visually estimated. If one
is not available, then the operator must interpret the distances
using depth perception, which may be more difficult.

V. EXAMPLE PERFORMANCE DATA

Nine commonly used response robots and their pertinent
characteristics are detailed in Table II, along with available
test method performance data culled together from a variety of
public and private test events. Some test methods have multiple
measures with the same robot due to being performed by many
operators. The robots have been anonymized by granting each
an alphabetic identifier, ordered approximately from smallest
(A) to largest (I) to give the letters some meaning.

A. Discussion

A comprehensive HRI study of these test methods has not
yet been performed. Due to the settings of each test being
tuned to the robot, all robot performance could theoretically
be equivalent if they were all operated at the same pace.
However, the difference in performance is due to the many
varying characteristics of the robots, interfaces, and operators.

In general, smaller robots (A-D) tend to exhibit a higher
rate of advance in CA, most likely due to faster traversing
speeds. Operators may be more cautious with a larger robot.
However, it also may be due to each robot’s manipulator if it
exceeds the base footprint even when positioned in the smallest
form factor possible. It should be noted that some operators
have been observed performing CA with the manipulator
obstructing their camera view while operating robot I. This
may be indicative of a lack of knowledge of how to use the
system or is indeed the optimal way of performing the test
with that particular system.

The differences between exocentric camera views from a
robot’s manipulator or mast are captured by the performance
in AE, as both views can be used to approach the rails properly
and maintain a constant direction of traversal. A manipulator
camera generally requires more positioning (4-8 DOF) to swap



between views for forward and reverse traversals than that of a
mast (1-3 DOF), which may take more time. Some exocentric
cameras are only placed high enough to provide a view of one
side of the robot’s body, which was observed for robots A,
E, and H. This may provide enough SA for the operator, but
could be insufficient for supporting their mental model.

For PTZ, some robot/operators rely solely on a high
resolution camera that is able to pan and tilt without moving
the body of the robot at all (robots F-I). Others rotate the
robot’s body and/or tilt the robot’s body with their articulators
to make up for missing degrees of freedom (robots A-E). This
results in varying control schemes for different robots, and
sometimes within the same robot.

In the test methods’ current design, the number of faults is
generally not reported. If they were, it would give more insight
into the exhibited HRI, as many faults could be indicative of
poor camera presentation on the interface, the operator’s lack
of skill at maneuvering the joystick properly, etc.

These test methods have not yet been exercised using
robots with autonomous navigation capabilities. Increasing
robot autonomy would allow for the evaluation of HRI with
respect to sharing SA between the robot and the operator
through the interface, including aspects like varying operator
interaction frequency (potentially exhibiting ”out-of-the-loop”
performance [13]) and the communication of failures.

VI. CONCLUSION AND FUTURE WORK

These test methods are examples of designs that can be
used towards standardized HRI experiments, particularly for
robots that operate remotely. The many reasons for perfor-
mance discussed in the previous section highlight the type of
information that can be extracted from using the test methods.
The next step is to conduct more comprehensive testing and
analyzation that investigates the exhibited HRI, such as:

• Interface settings (e.g., camera presentation, robot
speed) used during each test method performance;

• Specific robot actions performed (e.g., change of robot
pose, rotation of manipulator or mast camera views);

• Faults incurred on each test method caused by incor-
rect SA of the robot, its environment, and/or under-
standing of the interface;

• Varying operator experience levels and how perfor-
mance changes over increased use of the test method;

• Additional sensors to provide SA (e.g., LIDAR); and
• Trends in the previous points to determine optimal

HRI for maintaining each type of SA.

From the proposed testing, a set of common robot, operator,
and interface characteristics that correlate with specific faults
(e.g., backing into a CA wall due to not switching to the rear-
facing camera) can be distilled from the performance data,
categorized by the type of SA loss. These can be used to form
guidelines for determining broader HRI-specific faults.

Evaluating SA in terms of spatial awareness is an important
aspect of HRI with response robots that calls for a confined
space apparatus. Test methods for HRI in other domains that
use more autonomy or tasks in more structured environments

may not require this type of SA and will need additional con-
siderations. For instance, HRI of an autonomous space rover
may depend more on proper alert techniques and treatment of
historical information. The current test method designs do not
necessarily highlight those types of capabilities.

Further experimental set-ups will need to be structured
to capture these aspects, while still using the same design
principles of the test methods discussed in this paper: malleable
settings that enable fairness across many solutions, simple
performance metrics that can capture many types of errors,
and using baseline tasks to evaluate foundational HRI.
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The IMHG dataset: A Multi-View Hand Gesture RGB-D Dataset for
Human-Robot Interaction

Dadhichi Shukla1, Özgür Erkent1 and Justus Piater1

Abstract— Hand gestures are one of the natural forms of
communication in human-robot interaction scenarios. They can
be used to delegate tasks from a human to a robot. To facilitate
human-like interaction with robots, a major requirement for
advancing in this direction is the availability of a hand gesture
dataset for judging the performance of the proposed algorithms.
We present details of the Innsbruck Multi-View Hand Gesture
(IMHG) dataset recorded with two RGB-D cameras (Kinect).
The dataset includes two types of referencing (pointing) gestures
with the ground truth location of the target pointed at, two
symbolic gestures, two manipulative gestures, and two interac-
tional gestures. The dataset was recorded with 22 participants
performing all eight hand gestures.

I. INTRODUCTION

As robots are moving closer to popular deployment in
our daily lives, there is increasing activity in Human-Robot
Interaction (HRI) research. Amongst various forms of com-
munications, hand gestures are a highly effective, general-
purpose tool for interaction, thanks to the flexibility of the
hands. Despite the advancements in HRI methodologies, lack
of standardized evaluation hinders their application in sectors
such as manufacturing, healthcare, and domestic helper.

Gesture recognition has recently received much attention
in the HRI community [1]. We provide a multi-view hand
gesture RGB-D dataset for quantitative evaluation of gesture
recognition systems in a HRI context. A detailed description
of the different types of recorded gestures is given in
section II. Some example gestures collected in this dataset
are shown in Fig. 1.

A. Motivation

In the early years of human-robot interaction, Dautenhahn
[2] indicated that people prefer to interact with robots in
a “natural” way. In human-robot interaction, camera-based
vision serves as a natural, unencumbered, non-contact, and
prop-free mode of interaction. Adopting hand gestures as an
interface in HRI opens up new frontiers of research in a
wide range of applications (e.g., surgical robotic nurse [3],
swarm robots [4], assistive robotics [5], HRI in industrial
scenarios [6], etc.). Some insights from human-computer
interaction (HCI) may also prove to be valuable to HRI.
These notwithstanding, the field of HRI needs to develop its
own methods for interaction between a human and a robot.
For example, in pointing gestures, a robot has to recognize
the gesture as well as to estimate the pointing direction i.e.
the pose of the hand. Moreover, it is difficult to perform

1The authors are with the Intelligent and Interactive Systems group, Insti-
tute of Computer Science, University of Innsbruck, Austria. Corresponding
author: Dadhichi.Shukla@uibk.ac.at

Fig. 1: Multi-view sample images from the IMHG dataset
(images cropped for visualization). Top-Bottom: Finger
pointing, Tool pointing, Thumb up (approve), Thumb down
(disapprove), Grasp open, Grasp close, Receive, Fist (stop).

quantitative evaluation for such referencing gestures because
of a lack of ground truth.

Many prominent methodologies [7], [8] use gesture recog-
nition systems as an interface to interact with the robot.
However, these gesture recognition systems mainly target
robot guidance. The gestures are not conceived as commands
for the robot to manipulate objects in the environment.
This requires capabilities of recognizing human gestures and
inferring intent (defined as the manipulative action expected
from the robot). To address such scenarios of collabora-
tive manipulation, we propose the novel, publicly-available
IMHG dataset.

B. Related work

Human gesture recognition has been studied extensively
to interact with robots. Several studies have addressed the
topic to create a hand gesture dataset, although most of
them are either American Sign Language (ASL) [9], [10] or
human-computer interaction [11], [12], [13]. Other datasets
[14], [15] capture full-body or upper-body of the participant.
The intended domain of applicability of the dataset varies
depending on the type of ground truth and chosen set of
gestures.

A recent survey by Ruffieux et al. [16] provides a detailed
overview of the most recent and/or popular publicly avail-
able vision based hand, upper-body, and full-body gesture
datasets. Here, we briefly describe previously proposed hand
gesture datasets. Kim et al. [11] released an RGB dataset
with 9 classes of hand gesture with 900 image sequences.
The target task of this dataset was to classify shapes as well



as different motions at a time. The RGB-D dataset proposed
by Liu et al. [13] consists of 10 categories of hand gestures
representing shapes like circle, triangle, ‘Z’, etc. The gestures
are performed with three hand postures with different back-
grounds and varying illumination conditions. Kurakin et al.
[9] proposed a RGB-D dataset of 12 dynamic American sign
language (ASL) performed by 10 participants. More recently,
Molina et al. [17] released a hand gesture dataset composed
of English alphabets, Spanish sign language, and several
miscellaneous annotated gestures captured by 11 participants
and also, generated synthetically.

The RGB-D dataset collected by Ren et al. [12] can be
related to our work. It consists of 10 types of gestures
captured in cluttered background. Like the previous works
it also addresses hand shape detection. Though the dataset
is targeted for HCI applications, it can be applicable to HRI
scenarios. One important difference with the former is that
the hand gestures in the IMHG dataset are closely related to
the semantic content of verbal language. A robot interprets
these gestures as the command to be executed to interact
with the environment.

We briefly summarize the previous datasets and the pro-
posed IMHG dataset in Table I reviewing various character-
istics.

C. Contribution

The main contributions of this dataset are:
– A multi-view RGB-D dataset with 22 participants per-

forming 8 hand gestures.
– Two types of referencing gestures: (1) finger pointing,

and (2) tool pointing with an elongated object in hand,
are recorded.

– A corpus of 836 test images (704 referencing gestures
with ground truth, and 132 other gestures).

– The data acquisition setup can be easily recreated to
add new hand gestures in the future.

The IMHG dataset is dedicated to measuring the perfor-
mance of recognition systems to do gesture understanding –
that is, the interpretation of an indicative robot manipulation
a user wishes to take place.

II. IMHG DATASET DESCRIPTION

There exist many semantic gestures in our daily lives.
However, many of them are unsuitable for direct use in
human-robot interaction. Nehaniv et al. [18] asserted five
major categories of hand gestures in the context of human-
robot interaction. One of the five categories, expressive
behaviour that includes motions of hands, arms, and face,
is excluded from the dataset. These types of gestures occur
as part of the overall communicative behaviour, but without
any specific interactive role of a robot.

According to the study conducted by Nehaniv et al. the
eight hand gestures in the IMHG dataset can be grouped into
the following four categories:

1. Referencing hand gestures: These gestures are used to
refer to or to indicate objects (or loci) of interest.We

Gesture # Instances Ground truth
Finger pointing 352 X
Tool pointing 352 X
Thumb up 22 5
Thumb down 22 5
Grasp open 22 5
Grasp close 22 5
Receive 22 X
Fist (stop) 22 5

TABLE II: Summary of IMHG dataset. The ground truth of
‘pointing’ gesture and ‘receive’ gesture is the location of the
pointed target and the location of the hand, respectively.

record two types of pointing: (i) finger pointing, and
(ii) tool pointing.

2. Symbolic hand gestures: The gestures in this category
are defined by a prescribed set of interpretations. The
static symbolic gestures are analogous to discrete ac-
tions on a user interface like Yes/No, Agree/Disagree,
etc. In this dataset we capture two types of gestures:
(i) Thumb up (approve), and (ii) Thumb down (disap-
prove), to indicate whether the task was understood/
performed correctly by a robot.

3. Manipulative hand gestures: These gestures involve dis-
placement of or interaction with objects (e.g., pushing
a box). We record two types of manipulative gestures:
(i) Grasp open – The robot is to open the hand to grasp
an object, (ii) Grasp close – The robot is to grasp the
object of interest.

4. Interactional hand gestures: The gestures in this cat-
egory are used to regulate interaction with a partner.
They can be used to initiate, synchronize, or terminate
an interaction. The emphasis on this category of ges-
tures is neither reference nor communication, but for
a cooperative action. The dataset includes two types
of interactional gestures: (i) Receive – The robot is
to hand the grasped object to the human, and (ii)
Fist (stop) – The robot is to stop interacting with the
environment. We include the Fist gesture because it is
easily performed by a human within the camera view
of our setup.1

Some example images from the dataset are shown in Fig. 2.
Each image in the dataset is labelled with its corresponding
gesture. To evaluate referencing gestures we provide the
location of the target pointed at as the ground truth. In the
case of receive gesture the centroid of the palm is given as the
ground truth. We summarize the IMHG dataset in Table II.

III. DATASET ACQUISITION SCENARIO

Camera setup

The IMHG dataset was captured using two RGB-D cam-
eras (Kinect) placed orthogonally to record maximum infor-
mation of the hand gesture. Figure 3a illustrates the multi-

1A raised, flat palm vertically facing the camera would certainly constitute
a more intuitive stop gesture. However, since all other gestures in our
scenario are performed low above the workspace, this would require a
dedicated camera and eliminate the need for its explicit recognition.



Methods #Classes Views RGB Depth Resolution Pose of finger joints Available Application to HRI
Kim et al. [11] 9 T X 5 320× 240 5 X 5
Ren et al. [12] 10 F X X 640× 480 5 X X
Kurakin et al. [9]> 12 F X X 130× 130 5 X 5
Liu et al. [13] 10 T X X 320× 240 5 X 5
Molina et al. [17]> 55 F 5 X 176× 144 X X 5
IMHG dataset 8 F, S X X 640× 480 5 X X

TABLE I: Summary of hand gesture datasets. Previous work is summarized based on the following characteristics: number
of hand gesture classes; number of views (T - Top view, F - Front view, S - Side view); RGB data; depth data; resolution
of images; pose of finger joints; availability of the dataset; application to HRI. >Sign language gestures.

Fig. 2: IMHG dataset sample images.

view RGB-D camera setup. We captured 640 × 480 RGB
images and uint16 depth images. The depth sensing within
Kinect is based on a structured infrared (IR) pattern. The
simultaneous use of multiple depth cameras can extend the
coverage of the vision system to a great extent. However,
when multiple infrared patterns are projected at the same
scene, the received depth signal degrades severely. To over-
come this challenge Butler et al. [19] proposed the Shake
‘n’ Sense technique. The Kinect is minimally vibrated using
an offset-weight vibration motion and thereby artificially
introduces motion blur.

We address the depth interference problem in a different
way. Instead of modifying the Kinect sensor we use the open-
source freenect library to control the depth streaming of the
Kinects. Using the freenect driver library it is possible to
toggle the reading of the infrared pattern by controlling the
flags of Kinects, thereby allowing multi-view RGB-D data
to be captured. The extrinsic camera matrix between Kinects
is estimated using ROS multiple camera calibration package.
The calibration error can be up to 2 cm in 3D space.

Participants and Workspace

Participants from both genders were involved in the data
acquisition process. They were asked to stand at a distance of
approximately 1.3 m away from both the cameras, i.e. front
view and side view, to perform eight classes of hand gestures.
To avoid confusion, participants were shown different types
of gestures prior to the recording, but no specific instructions

were given to the participants on how to recreate the gesture,
allowing their gestures to be recorded in a natural fashion.

We designed a polar coordinate system as shown in Fig. 3b
with numbers marked at each red dot to capture the ground
truth of the referencing gestures. The participants were asked
to point at 16 randomly selected numbers. For the remaining
six gestures we recorded only single instances, since they are
not correlated with the location of an object. The workspace
was configured such that hand gestures were visible from
both cameras.

Dataset availability
The IMHG dataset is available at this link2. New gestures

can be added to the dataset by researchers, provided images
are captured in a calibrated setup. Researchers can reproduce
the data acquisition setup following the instructions given on
the IMHG dataset page. It is to be noted that gestures should
be recorded as static RGB-D images.

Researchers can contribute their work to the current
dataset. The contributed set of images will be tested for
calibration errors. Once accepted, they will be added on the
page with an acknowledgement. It is encouraged to submit
the hand gestures associated with a semantic content.

IV. CONCLUSIONS AND FUTURE WORK

For a human-robot interaction to take place at close
proximity it is necessary to measure the performance of

2https://iis.uibk.ac.at/public/3rdHand/IMHG_
dataset/

https://iis.uibk.ac.at/public/3rdHand/IMHG_dataset/
https://iis.uibk.ac.at/public/3rdHand/IMHG_dataset/


(a) Illustration of the IMHG dataset acquisition setup.
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(b) Polar coordinate system to record the ground truth location of the
target pointed at.

Fig. 3: IMHG dataset acquisition setup.

gesture recognition systems independent of human body
pose. We described a novel IMHG dataset from two RGB-D
cameras with ground truth. The dataset comprises 8 classes
of hand gestures with semantic meaning. The dataset mainly
focuses on HRI scenarios. The data acquisition setup is easily
reproducible for extension of the dataset with additional hand
gestures. We are currently working on a baseline evaluation
to detect hand gestures using a probabilistic framework.
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Building a Schema for the Description of HRI Experiments

Minsu Jang1, Cheonshu Park1, Jaehong Kim1

Abstract— We present an intermediary work on building a
schema for describing HRI experiments in a formal way. A
set of properties that can describe characteristics and metrics
of experiments are extracted, and a simple data description
schema based on the properties is introduced with an exemplary
sample table-like descriptions. We plan to formalize the schema
into an ontology so that researchers can reference for designing
new HRI experiments and to come up with a set of standardized
experiment processes and elicit benchmark measures.

I. INTRODUCTION

Standardizing evaluation metrics and experimental scenar-
ios for human-robot interaction is a seemingly impossible
task to undertake as the styles and steps of interaction as
well as evaluation criteria are widely different across various
application areas. The first step of tackling the hard problem
is to collect as much information as possible from previous
works done in the field, analyze them, and build a formal
database that can easily be queried for reference.

We present our preliminary work on building a formal
description framework for the representation of the multiple
aspects of HRI experiments. In section II, we enumerate the
first batch of properties that can well characterize experi-
ments. Then in section III, a set of sample descriptions in the
tabular form is presented. Finally, future work is suggested
in the last section.

II. A SCHEME FOR DESCRIBING HRI
EXPERIMENTS

HRI experiments can be described by a set of proper-
ties that might be used to classify them into a number
of categories. The categories can be referenced later for
designing new HRI experiments and reuse related metrics.
We succinctly enumerate and describe some of the essential
and frequent properties in the following subsections.

A. Scenario Properties

An HRI experiment can basically be characterized and
categorized by the properties of the domain scenario or task.

1) Application Area: A list of keywords that de-
fine specific domain is specified. Some examples include
tele-presence, entertainment, guidance, medical, education,
elderly-care, health-care, physical assistant, manipulation etc.
Yanco et al. suggested a similar category called TASK with
several example values e.g. urban search and rescue, walking
aid for the blind and delivery [1].

1Minsu Jang, Cheonshu Park and Jaehong Kim are with Human-
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2) No of Interacting Partners: The number of participants
a robot handles in an interaction session is an important
indicator of cognitive capability. The interaction can be
classified as one-to-one or multi-party. For the latter case, an
integer value indicating the maximum number of participants
can additionally be specified. Yanco et al. introduced a more
general property called HUMAN-ROBOT-RATIO that denotes
a non-reduced fraction of the number of humans over that
of robots [1]. In our scheme, we consider more socially
situated interactions where one robot interacts with one or
more human users.

B. System Properties

Robots and accompanied system components may have
different capabilities and be controlled in various ways.

1) Level of Autonomy: A robot system can be operated in
different levels of autonomy. The most common method is
called the WoZ(Wizard-of-Oz). It employs human operators
to control robot systems. Fully automated operation is at
the other extreme, and variable autonomy in between. This
property is usually specified by a number from 1 to 10,
in which the smaller value indicates the lower level of
autonomy.

2) Interaction Modality: Robots interact in multi-
modality in most scenarios. But in some cases limited
modalities are employed e.g. either verbal only or non-verbal
only. The value of this property is specified by a set of
modalities.

3) Robot Platform: The name of robot platforms em-
ployed in an experiment are specified. Additional information
such as a link to the specification of the platform can be
accompanied.

C. Demographic Information

Demographic data is important as it often suggest the level
of objectivity and reliability of experiments.

1) No of Participants: The number of participants is a
major indicator of the reliability of the experimental results.

2) Age Distribution: This is usually specified by the mean
age and the standard deviation of age distribution.

3) Gender Distribution: This indicates the gender speci-
ficity of the results.

D. Metrics

A number of metrics for evaluating robot performances
have been introduced in HRI literatures, and a comprehen-
sive review of them exists [2]. Some metrics are general
enough to be widely employed, but many others have been
invented for specific task-oriented experiments. Most popular



examples of the former are the metrics defined in the
Godspeed questionnaire such as anthropomorphism, animacy
and likeability [3], while those for the latter include task
efficiency, interaction fluency etc. Steinfeld et al. divided
HRI metrics into two categories of task and common, and
suggested a lengthy list of metrics with extensive references
[2].

In this subsection, we introduce a scheme for specifying
properties of a metric. Specific metrics collected from pre-
vious works are listed in Table I.

1) ID: A universally uniquely identifiable name is as-
signed to each metric e.g. uniform resource identifier.

2) Name: The literal name of the metric.
3) Measuring Method: Two representative methods of

measuring a metric in HRI experiments are by user surveys
or by automated or manual observations and quantification.

4) Subjectivity: A metric is either subjective or objective.
The former includes those measured by survey, and the latter
by observation.

5) Instrumentation: Some metrics are designed elabo-
rately and validated in a number of studies that they are
established as pseudo-standards. Some examples include
Godspeed questionnaire [3] and PARADISE framework [4].

E. Experiment Annotation Properties

Several annotations can be accompanied to an experiment
description for better understanding of its various contexts.

1) ID: A universally uniquely identifiable name is as-
signed to each experiment e.g. uniform resource identifier.

2) Year: The year of the experimentation.
3) Datetime: The date and time of the experimentation.
4) Duration: The duration of the experimentation.
5) Organization: The list of organizations involved in the

experimentation.
6) DOI: A digital object identifier of the reference.

III. DESCRIBING HRI EXPERIMENTS

We have so far surveyed 20+ recent HRI papers that
include user studies, and built a tabular description using
a subset of the properties introduced in the previous section.
The first step of building descriptions is to collect metrics
and their properties. Table I shows a list of descriptions of
subjective and objective metrics. Then, HRI experiments are
described by specifying the properties and their values, as
shown in Table II.

By building experiment descriptions, a researcher can
effectively search for viable evaluation metrics to employ
for her or his experiments. By querying the description
database, one can easily extract major metrics that are most
widely adopted for HRI system evaluation. Also, by the
analysis of the meaning of each metric, we can identify
the metrics that are specified in a different words but have
the same semantics, which might allow us to standardize
the terminologies for specifying various aspects of HRI
experiments including evaluation criteria and metrics.

The final product of our work shall be a formal description
language or an ontology that can be used to specify HRI

experiments, which can be referenced and queried by human
users as well as machines. We plan to design our description
scheme in W3C’s OWL Web Ontology Language [5].

IV. FUTURE WORK
a) Expanding the experiment database: Incorporating

as many research papers as possible into the description
database would be the most crucial task in the process
of building a widely acceptable description framework for
HRI experiments. We are trying to review research papers
presented or published in the HRI-related conferences and
journals in recent 5 years.

b) Expanding the description scheme: The current
scheme has several limitations, one of which is that it does
not differentiate between experiment and experimentation.
Suppose that EX01 describes an experiment to evaluate
the social presence of a tele-presence robot with or with-
out a non-verbal expression capability. If the description
includes sufficient information to replicate the experiment,
multitudes of researchers might be able to conduct EX01
and report results, which might be a great step forward to
standardized experiments. Defining an experimentation as
an act of conducting an experiment, there might be many
experimentations for an experiment. We plan to elaborate
our design so that an experimentation and its results can be
described independent of experiment.

Another crucial part of this work is to incorporate metrics
and taxonomies studied in the seminal previous works [2],
[1].
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DESCRIPTIONS OF HRI EVALUATION METRICS
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SM07 Convenience of Conversation Survey Subjective NA [9]
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SM13 Usefulness Survey Subjective NA [7]
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Abstract—This research aims at measuring the interaction 

between seniors with dementia and a socially assistive robot 

(named Lucy) in home-based care. The first ever longitudinal 

field trials have been conducted in Australian homes of people 

with dementia. The result analyses based on several 

interactional metrics show that socially assistive robots like 

Lucy have the ability of breaking technology barriers, 

positively engaging with its human partner for remarkable 

frequency and duration, demonstrating a potential to reduce 

demands on caring time and provide respite to the carers. This 

research also provides an evidence base to enable the selection 

of the robot services that are perceived most positively by 

people with dementia in home-based care. 

I. INTRODUCTION 

The primary driving force behind this research is the 
predicted severe shortage of the human element and 
engagement in aged care in the coming decades. Like most 
of the developed countries, Australia’s population is ageing. 
Over the next several decades, population ageing is 
projected to have the need for aged care services is growing 
at the rate of 68 percent but supply of health care workers is 
only growing at the rate of 14.8 percent labour [1].  

Recently, health care researchers have shown the need 
for promoting person-centred care, self-identity and 
personhood for older persons and people with dementia [2-
4]. Given the importance of pursuing this path, our research 
involves marrying personhood [3, 4] in dementia care with 
socially assistive robotics embodiment of care concepts [5]  
underpinned in personhood and facilitated by context 
sensitive cloud computing techniques involving artificial 
intelligence, soft computing and computer vision techniques 
to realise a symbiotic robotic system. 

To measure the human robot interaction with social 
robots, [6]  has recommended common metrics for 
standardization. In this paper, we employ several metrics to 
measure the interactional level, positive engagement, 
service preference and quality of robot experience between 
the human partners with the socially assistive robots in 
Australian home-based care. These employed measures are  
consistent with the engagement metrics in [6]. The results 
analysed from multi-modal data collection have shown that 
the socially assistive robot like Lucy have the ability of 
breaking technology barriers with human partner to achieve 
noticeable frequency and duration of interaction with the 
human partners. The emotional responses analysed using 
Observed Emotion Scales [7] indicate positive engagement 
of the human partners. In addition, the analysis from activity 
logs also reveals the most preferred services being accessed 
by the human partners in home-based context.  

The rest of this article is organised as follows. Section 2 
presents the theoretical foundation of our human-centred 
service design. Section 3 describes field trials, 
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measurements and trial results. Finally, Section 4 concludes 
the paper.  

II. THEORETICAL FOUNDATIONS OF HUMAN-CENTRED 

SERVICE DESIGN 

Tobin [8] suggests that one of essential components of 
care that helps to support and maintain personhood is that 
care must be individualised to meet the unique needs of 
individuals. Indeed, most of the research shows that 
successful interventions are those that are tailored to the 
elders’ preference [9, 10]. Research has demonstrated that 
individualised care whether in the context of person-centred 
approaches to care or leisure activities can significantly 
affect the elders’ wellbeing such as improvements in the 
level of involvement in activities [11]; reductions in agitated 
and anxious behaviours [12, 13]; increased interest, pleasure 
and well-being [14]; engagement in meaningful activity, 
continuation of skills and hobbies and improved social 
interaction [15].  

 

Figure 1.  Mapping personhood [3] in Lucy 

 Personhood has been defined as ‘the standing or status that 
is bestowed upon one human being, by others, in the context 
of relationship and social being’ [16]. It includes three 
fundamental components, namely, interactional 
environment, subjective experience and social context. 
Figure 1 shows mapping of concepts related to these three 
components in Lucy. 

The embodiment of interactional environment in Lucy 
involves modelling of person-centred services as well as 
human characteristics like gesture, emotional expressions, 
voice, motion, dancing, and dialog adaptation to deliver 
those services.  

The subjective experience in a care context involves 
design of services personalised around the lifestyle of person 
with dementia. These lifestyle based services which reflect 
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their personhood should enable a positive and engaging 
relationship between Lucy and  person with dementia, It can 
consequently make them more resilient and useful [17]. The 
need for engagement, reciprocal relationship and usefulness 
is relevant in a home-based care environment where 
assistive technologies need to support the carers by 
providing the persons with dementia or other disabilities 
partial independence for limited periods. The interactional 
environment needs to employ human-like communication 
modalities like voice, emotive expressions, head and body 
movement, and gestures in an emotionally engaging manner 
to facilitate a reciprocal relationship [17].  

III. FIELD TRIALS AND RESULTS 

A. Field Trials 

The longitudinal study (between 6 weeks and 8 months) 
was conducted in five Australian households. All 
participants are older people (ages 52-89) having dementia 
living in Victoria, Australia. Each participant has had a robot 
deployed at their home (figure 2). The robot has human 
attributes include baby face like appearance, voice 
vocalisation, face recognition, face registration and face 
tracking, facial expressions, gestures, body motion sensors, 
dance movements, touch sensors, emotion recognition and 
speech acoustics recognition. The deployed services include 
singing and dancing, quiz, weather forecast, storytelling, 
phone, news reader and reminder. The services were 
personalised to each participant based on their own 
preferences (i.e., favourite songs, books, daily calendar, etc). 
These preferences helped to augment their good memories. 

 

Figure 2.  Snapshots of home-based trials. 

B. Measures, Indicators and Data Instruments 

This research employed the common metrics for 
standardization for measuring the engagement [6] of the 
seniors with dementia to a social robot in home-based 
setting. Specifically, the outcomes of the trials were 
evaluated using following evaluation metrics: interactional 
level (frequency and duration), service preference, 
emotional responses and quality of robot experience. The 
mapping between these measures and their indicators & data 
instruments are summarised in Table I. 

TABLE I.  MAPPING BETWEEN MEASURES AND INDICATORS & 

DATA INSTRUMENTS 

Measure Indicators Data Instruments 

Interactional 

level 

- Frequency of 

interaction 

- Duration of interaction 

- Activity logs 

Service 

preference 

- Service interaction 

- Duration of service 

interaction 

- Activity logs 

Emotional 

engagement 

- Alertness 

- Pleasure 

- Displeasure 

- Videos 

Quality of robot 

experience 

- Five-point likert scales 

of survey responses 

- Surveys 

C. Results  

1) Interactional level 

 

Figure 3.  Interaction per participant 

The total number of interaction between each participant 
to the robot is illustrated in Figure 3. The figure shows that 
the participants have interacted with their robot with 
significance of times, in which the participants 1 & 2 have 
503 and 709 times of interactions respectively. 

 

Figure 4.  Interactional duration per participant 

 

We analysed the interactional activity data to obtain the 
total duration time of interaction (Figure 4). The figure 
shows that five participants have spent 24 to 52 hours to 
interact with the robots. This not only gives family carers 
some respire but also potentially reduces social cost of 
caring for persons with dementia.  

2) Service preference 

The activity log data have been analysed to measure 

service preference. The word cloud being visualised from 

the activity data (Figure 5) for quickly perceiving the most 

prominent services accessed by the trial participants. 

 

Figure 5.  Wordcloud from activity logs 



  

The frequency of interaction of the service determines its 
relative prominence. This shows that the participants 
listened to songs most. Other services like quiz, weather, and 
news are the next most accessed services respectively. This 
is consistent with the statistics (Fig. 6) from activity logs. 
The result implies that sensory enrichment service (singing 
& dancing) and cognitive support service (quiz) are most 
engaging for people with dementia in their home 
environment. 

 

Figure 6.  Pariticipants’ interaction per service 

3) Emotional response 

Videos recorded during the interactions between Lucy 
and the participants are analysed based on OERS (The 
Observed Emotion Rating Scale) [7] which is an 
observational tool for rating two positive emotions (pleasure 
and general alertness) and three negative emotions (anger, 
anxiety or fear, and sadness). The observed emotion of the 
participant in each recorded video was annotated according 
to the observed emotion signs (Table II). For each video, the 
emotional response of the participant is annotated as a string 
of binary values which value ‘1’ annotated to an emotion 
sign if that sign is detected. Finally, the emotion state is 
annotated if at least one of its signs is detected (annotated 
with value ‘1’). 

TABLE II.  OBSERVED EMOTION SIGNS 

Pleasure 

Smiling 

Singing 

Kissing (robot) 

Flapping 

Displeasure 

Anger 

Physical aggression 

Yelling 

Cursing 

Making distancing gesture 

Anxiety 

Shrieking 

Hand wringing 

Wincing/grimacing 

Sadness 

Crying 

Frowning 

Head turn down 

General alertness 

Participating in task 

Maintaining eye contact 

Following object (robot) or person 

Responding by moving or saying 

Turing body 

Moving toward person or object 

 

 

Figure 7.  Observed emotion ratings 

The statistics of all annotated data entries are 
summarised in Figure 7. The results show that the alertness 
rate is over 89%, and about 9% of the reaction are pleasure 
evolving smiling, touching or kissing actions. Only less than 
2% of the reactions are classified as displeasure (most are 
observed as anxiety). 

4) Robot experience 

The quality of robot experience survey (Table III) has 
been conducted at the end of the trials using a standard five-
point Likert scale (Strongly Disagree=1, Disagree=2, 
Neutral=3, Agree=4, Strongly Agree=5). Figure 7 shows the 
robot experience comparison amongst the participants and 
the mean. The figure shows that on average the responses 
are positive (above 3.0). The visual distribution of survey 
responses in Figure 8 shows that the median of responses to 
most of survey questions is around 4 (positively agree). 

TABLE III.  QUALITY OF ROBOT EXPERIENCE 

Quality of Robot 

Experience  
P1 P2 P3 P4 P5 M SD 

1. I enjoy the contact 

with the social robot.  3 3 5 5 4 4 0.894 

2. I enjoy one to one 

activity with the social 

robot.  3 4 5 4 4 4 0.632 

3. Betty makes me feel 

better. 3 3 4 5 4 3.8 0.748 

4. Betty makes me 

smile. 4 4 5 5 4 4.4 0.490 

5. Betty doesn’t worry 

me. 4 4 5 5 4 4.4 0.490 

6. Betty is a friend. 3 4 5 4 4 4 0.632 

7. I like the way Betty 

responds to me. 3 4 5 3 3 3.6 0.800 

8. Betty helps me to 

revisit happy 

memories 3 4 4 4 2 3.4 0.800 

9. Betty helps me to 

become more 

independent. 4 3 4 3 2 3.2 0.748 

10. I like to touch 

Betty. 4 4 4 1 2 3 1.265 

11. I like Betty’s 

blushing.  2 4 5 4 4 3.8 0.980 

12. I like Betty’s 

dancing.  2 4 5 5 4 4 1.095 

13. Betty reacts 

appropriately to my 

actions. 3 3 5 3 3 3.4 0.800 

14. I want you to come 

back with Betty. 3 3 5 5 2 3.6 1.200 



  

15. I would like to 

have a robot Betty for 

myself. 3 3 5 4 2 3.4 1.020 

*Note: M= mean, SD = Standard Deviation 

 

 
Figure 8.  Distribution (box plot) of quality of robot experience 

responses 

IV. CONCLUSION 

This paper has studied the interaction between the 

socially assistive robots and seniors with dementia in home-

based settings. The personhood has been embodied in 

service design for service personalization. Several metrics 

for standardization have been employed for interaction 

measures and the results show that the deployed robots have 

successfully eliminated the technology barriers of the 

human partners, positively engaged them in noticeable 

frequency and duration. This research demonstrates the 

potential of socially assistive robot for breaking technology 

barriers, positively engaging, providing sensory enrichment 

and cognitive support, augment their good memories and 

making older persons more resilient with dementia in 

home-based care as well as reducing the social cost of 

caring for persons with dementia. 
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Immersive underwater robot control: HRI benchmarking with UWSim
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Abstract— During underwater intervention missions, one of
the critical issues from the human-machine interaction per-
spective concerns the operators stress, which should be able to
control the intervention system, mainly due to the high com-
plexity of information displayed through specifically designed
Graphical User Interface, and the usually available master-
slave control architecture. This work introduces and evaluates
a new approach with the aim to minimize the aforementioned
drawbacks and increasing the users immersive feeling and
ergonomics of the teleoperation systems. The UWSim bench-
marking platform is used to analyze the user experience of this
HRI interfaces. Preliminary results are discussed highlighting
the pros and cons of this novel procedure.

I. INTRODUCTION

Underwater robot intervention missions are becoming
more frequent, due to the large number of applications
that can be carried out: oil and gas industry (i.e. operating
submerged infraestructures), search and recovery missions
(i.e. grasping a crashed airplane blackbox) or deep water
archeology. Usually, the typical robot used in these mis-
sions is Remotely Operated Vehicles (ROV), which has
high economical and logistic requirements. In addition, these
robots uses a master/slave architecture and relays all the
responsibility in the pilot, who suffers cognitive fatigue
and stress[1]. The evolution of this kind of robot, the Au-
tonomous Underwater Vehicle (AUV), removes the human
in the control loop but reduces the intervention capabilities.
Nevertheless, both kinds of intervention systems (ROV and
AUV) still have problems related with the control of the robot
and the way the user interacts with the system. The ROV
pilot uses different joysticks with several buttons to control
the robot, which represents another drawback in sense of
Human-Robot Interaction (HRI). In both cases, the Graphical
User Interface (GUI) to control the robot is focused to an
expert user, who should be an expert in both the robot and
mission to perform, due to the complexity of the different
screens. Thus, the ROV pilot should pay attention to different
screens and control panels to get all the information about
the robot, sensors and cameras. In the case of AUV robots,
the user interfaces are also complex, but the main problem is
the lack of feedback to the user, due to the lack of physical
connection between the robot and the pilot. These challenges
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have been explored in the recent projects TRIDENT [2] and
TRITON [3]. In the former, the HRI was developed taking
into account that it could be used by a non-expert user [4]
and does not rely on a specific robot platform.

We develop and benchmark a new approach to control
the robot and to interact with the system (i.e. robot and
computers). These improvements can be divided in different
aspects:

• the information to be shown to the user, reducing the
data depending on the mission and context.

• an immersive system, where the user would get the
feeling to be in the robot.

• a natural gesture control interface to control robot
improving traditional ways (i.e. joystick).

• an abstraction layer, which will manage all these im-
provements.

II. UWSIM AND INTERFACE DEVELOPMENT

It is worth to mention that all these functionalities will
be integrated as a new GUI using the UWSim simulator [5]
as base. This simulator is an open source software tool for
visualization and simulation of underwater robotic missions
and is under development at the Universitat Jaume I. Bearing
in mind that both, the simulator and the GUI are using
the same middleware, Robot Operating System (ROS), all
the aforementioned progress should be ROS compatible,
making easier the integration in the current architecture.
Moreover, the simulator has a benchmarking architecture
with which the HRI interfaces can be evaluated. The datasets
used for the experiments are publicly available, making
the experiments repeatable. This benchmarking platform
has been used to compare and evaluate template tracking
algorithms under different visibillity conditions and different
PID vehicle controllers under different water currents, among
other experiments [6]. This tools is able to measure aspects
such as execution time or number of control actions.

Usually, the UWSim uses a Linux command line to show
all the information to the user. That means the user should
pay attention to different screens to monitor the robots
direction and velocity, the distance to the seafloor or the
surface, or sensors data. This generates a lot of information
and it is quite common to cause stress to the user. So, related
to the GUI improvements, we design a virtual windshield,
where only the most relevant information according to the
mission is being carried out, will be shown graphically to the
user. For instance, when the robot gets close to the seafloor,
a progress bar will be displayed indicating the distance.
When this progress bar is full, it indicates the robot is on



the seafloor and a warning icon will be displayed in the
windshields. In order to achieve a more realistic and get a
better user experience, some 3D techniques has been applied
to the UWSim, using a head-up mounted display (HMD).
This will allow the user to focus his attention into the scene
and get an immersive feeling.

As we mentioned before, the ROV pilot uses a joystick
with several buttons to control the robot. This could be useful
for an expert user, but it will become quite difficult for non-
expert user. Our proposal in terms of HRI is the use of
natural user interface. For instance, using a Leap Motion
controller, the user hand movements (i.e. move the hand
forward) are transformed as robot movements (i.e. move
the vehicle forward). The HMD sensor will help the user
modifying the camera point-of-view instead of use a mouse.

Finally, in order to manage all the aforementioned features,
an User Interface Abstraction Layer (UIAL) has been devel-
oped. This abstraction layer can be integrated easily in most
of the architectures and has several tasks: receive data from
the different controllers (keyboard, hand trackers, joysticks)
and select the most suitable depending on the task carried
out, receive data from sensors (virtual or real) or adapt and
filter the information to be shown to the user.

III. EXPERIMENT EVALUATION AND RESULTS

In order to compare and evaluate our proposal with the
traditional setup, we have created a new scenario in the
UWSim, where there are located five rings not collinear
with different orientation. The mission objective it to control
the robot, making it to pass through each ring. The 13
participants were between 20-50 years-old with a mean age
of 26, reporting normal or corrected to normal vision. Par-
ticipation was voluntary and experiments are in accordance
with ethical principles of research. Each participant received
a short description about the mission with a non-detailed
map (the position of the simulated robot and the waypoints
in a top view representation) and the pertinent information,
before they started the experiment.

The main objective in this experiment is evaluate our
proposal, measuring the time needed by each user to finish
the mission, the number of collision between the robot and
the objects placed in the scenario, and the steering commands
used to control the robot. In order to compare the results, we
also measured the time needed to gain confidence with the
robot controller, the time needed to arrive at each waypoint
and the overall time needed to perform the whole mission
Additionally, each participant has to answer a questionnaire
to get suggestions and opinions.

We consider three different setups:
• Setup 1 (traditional): the user needs to pay attention

to two different screens and control the camera POV
control using the mouse. The robot will be controlled
using a gamepad.

• Setup 2 (immersive traditional): the user will use the
HMD to get the immersive experience and to control
the camera POV. The robot will be controlled using a
gamepad.

• Setup 3 (immersive with Leap Motion): the user will the
HMD to get the immersive experience and to control the
camera POV. The robot will be controlled using a Leap
Motion.

We divided the participants in different groups, so they
started the experiment running a different setup since the
beginning. Due to the fact that the scene was the same in
all the setups, the learning effect would be reduced. It is
obvious that the users improve their results after each test
because they know where are the waypoints.

After analyzing the time needed by the users, the vast
majority of the users improved their overall time when using
the immersive system. This is due to the camera’s POV is
intuitively connected to the participant’s head movements, so
it is not needed to manually switch between controlling the
robot and camera’s POV. All the participants reported that
the head movement camera control is ’natural and intuitive’
and required shorter adaptation times. According to the
comparison about the gamepad and the Leap Motion, the
people with experience in video games prefer the gamepad
because they are get used. On the other hand, people with-
out experience in video games preferred the Leap Motion
because ’the movements to control the robot are easy to
remember and they do not need time to learn’. Nevertheless,
all the participants agree that the use of both Leap Motion
and the Oculus Rift is the most difficult, because the HMD
blocks the view between the user’s hand and the Leap
Motion, losing the reference. After the authors noticed about
this problem, the setup was modified adding a fan close to
the Leap Motion, so the user would be able to feel the airflow
and localize the device.

Regarding the user experience questionnaire, the results
can be summarized as follows: 92% of the participants
preferred using Oculus Rift instead of the traditional system
with the double screen setup; 77% of users considered
Oculus Rift very important or essential for improving the
mission performance; and 85% of users considered the
virtual interface (windshield) very important or essential.

IV. CONCLUSIONS

We present a new approach for a GUI, focused in underwa-
ter robots, and we evaluate it with the UWSim benchmarking
tools. The improvements are divided in the information to be
displayed, the use of an immersive device for 3D experience,
the natural gesture robot control (HRI) and the development
of an abstraction layer.

In order to validate our proposal, an experiment with users
have been carried out. Almost all the participants agree
with the idea of the virtual windshield and the use of the
HMD for an immersive experience, getting only the most
relevant information. In the other hand, the use of a novelty
device such as Leap Motion was unsuccessful, due to the
lack of feedback and because the user loses the reference
between his/her hand and the device. Nowadays, the authors
are developing and testing new approaches to solve this issue.
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Abstract—Service robotics receives more and more 

attention in the developed world beside industrial 
applications. While industrial robotics conquered the 
factories, it was important that researches develop a 
number of principles and guidelines to help 
minimizing the risk of human accidents. Today’s 
safety standards of industrial robotics almost 
completely exclude the possibility of physical 
interaction between the human operator and the 
robotic device. Just recently, a new paradigm, the 
divided workspace has prevailed, and as a 
consequence, a number of new and critical safety 
issues have emerged. Service robots have become even 
more complicated, as we cannot erect a fence around 
domestic robots, and in the case of medical robotics, 
the human–machine interaction is inevitable. The goal 
of this research was to explore and quantify human–
machine interactions, and classify them based on their 
hazard level. The focus is on surgical robotic devices 
and their current applications, as this situation 
presents one of the most complex form of interaction. 
It is necessary to make service robots complying with 
safety standards, based on a unified and generally 
accepted methodology. 

 

Index Terms—invasive/surgical robots, human–

machine interaction, hazards, medical device standard 

I. INTRODUCTION 

As a result of the continuous development and research, 
the field of medicine uses a great number of devices for 
diagnostics, surgery, treatment and rehabilitation [1-2]. 
The human body is so complex that every single 
procedure poses a different challenge to the inventors of 
medical devices and to the medical team. The growing 
autonomy of medical devices poses possible new hazards 
for their operators and the patients [3]. However, the 
recent development and targeted application of new 
medical devices greatly contributed to the recovery of 
patients and helps reducing the risks of complications. For 
hazard management and reduction of risks, a number of 
standardization bodies have been dealing with the safe 
operation of such devices. Due to their efforts, 
sophisticated standards exist in most fields, such as 
industrial robotics, nevertheless, the development of new 
applications keep requiring the revision of standards, as 
well as the creation of new ones. 

In this work, the landscape of international standards 
(ISO and IEC) was explored, concerning single groups of 
devices and connections between the different overlapping 
fields were identified. Medical devices—including 

medical robots (robotic devices for medical use)—and 
numerous sub-domains within. Fig. 1 presents the various 
areas in which certain sub-domains are still hard to be 
defined accurately. Primarily, this study focuses on 
invasive/surgical robotic devices. While by the IEC 
definition of surgery refers to “procedures performed 
through a skin incision”, practically, natural orifice access 
(NOTES) and minimally invasive procedures (MIS) are 
also considered in the same category. Today’s surgical 
robots typically perform procedures in a master–slave 
(teleoperation) mode, based on image guidance, or in a 
cooperatively controlled way [1]. By examining the safety 
standards applied for these devices, shortcomings in the 
guidelines can be identified, especially regarding the 
autonomic functions of the robotic devices.  
For this reason, the new IEC JWG35 standard focuses on 
the “Particular requirements for the basic safety and 

essential performance of medical robots for surgery”. 
Most of the risks of these machines are very similar to 
those of industrial robots, which are included in the ISO 
10218 (Robots and robotic devices – Safety requirements 
for industrial robots) international standard and the current 
FDIS ISO 15066 (Robots and robotic devices – Safety 
requirements for industrial robots – Collaborative 
operation). These standards served as a guideline when 
new sources of risk of invasive/surgical robots were 
explored.  

II. OVERVIEW OF EXISTING STANDARDS 

 Due to the particularity of the field, one single safety 
standard for all medical devices is impossible. Some areas 
have seen new methods and proposals for safety 
validation [4], but no unified guiding standard has been 
proposed yet. Surgical robots (to some extent) are similar 
to industrial robots functioning in divided workspace, 
which have seen some recent improvement in 
standardizaton due to the ISO 13482:2014 (Robots and 
robotic devices – Safety requirements for personal care 
robots). 

Certain domains, such as IGRT (image-guided 
radiotherapy) [5-6] and some other therapeutic 
procedures,  including  the application of CT (computed 
tomography) [7], MRI (magnetic resonance imaging) [8], 
US (ultrasound) [9] and X-ray [10] are already regulated 
via particular standards. Furthermore, single medical 
devices already exist for diagnostic measurement of the 
patient’s state, for physiotherapy treatments, and for 
surgical procedures. Ultrasound is a widely used medical 
device, and its particular safety standards are the 
following: [9], [11-15]. The guidelines for the applications 
of laser devices in the medical field are also given. 



 
Figure 1. Various types of medical robotic devices fitting into the ISO 8373 and IEC 60601 context. 

Medical devices used for intra-corporeal diagnostics are 
primarily endoscopes [16] and capsule endoscopes [17-
18]. Endoscopy used in diagnostics contributes greatly to 
the success of surgical procedures and to the 
treatments [19] (IEC 60601-2-18). It is important to note 
that currently there is no safety standard for capsule 
endoscopy. Dental medical machines are a special field in 
which single diagnostic, surgical, rehabilitation devices 
and their safety standards have already been developed 
(IEC 60601-2-63, -65, -60). 

III. ANALYSIS OF HAZARDS POSED BY 

INVASIVE/SURGICAL ROBOTS 

Different ways of applications of invasive/surgical 
devices require further categorization. The two main 
groups of invasive/surgical robots are those that enter the 
body through a natural orifice and those that penetrate the 
skin. The two fields cannot be isolated completely, and the 
definition of surgery is still underway [20]. In this paper 
invasive surgical devices were also examined from the 
aspect of procedures executed by robots functioning in 
divided workspace. In this setup the safety technology of 
industrial robots have an important role in defining the 
threats posed by the robotic equipment. 

Except for the end-effector, threats are similar in the 
case of all robots, so the starting point for analysis is the 
safety standards for industrial robots [21]. In Table I, the 
hazards of industrial robots are presented, whether they 
pose a threat in the case of surgical robots.  

In the case of surgical robots, contact with the patient is 
necessary, thus we conducted further research to identify 
the hazards that can occur during single interactions. 
Automation of these functions may impose these hazards: 
Lack of force feedback: Certain squeeze motions, 
incisions, drillings and all procedures that require 
adequate clamping force may not send feedback to the 
surgeon. 

Failure of the force transmission device: In the case of 
wired force transmission, the wires or their mechanics can 
be damaged and result in unintended movement. 
Blockage of the device in the body: Surgical devices that 
enter the body require continuous control and conduct due 
to the particularities of certain channels in the body. For 
this, they have intermittently placed joints [22] that can – 
in case of a failure – fix and get stuck. 
Inflation of bodily cavities: Laparoscopic procedures 
require the inflation of the abdominal cavity, which can 
damage the patient’s body if overpressure occurs [23], and 
may alter the function of the robotic device. 
Unintended cessation of the power source: Both the 
procedure in process and the movements occurring during 
restart are in danger if a power outage happens during a 
procedure. In case of a restart, not adequately prescribed 
protocol movements and operations can pose significant 
threats. 
Speed of signal transformation: If robots functioning in 
teleoperation mode are not adequately operated, the delay 
of visual and other feedbacks can be a hazard. If the time 
delay increases, a hazard of malfunctioning can 
occur [24]. 
Unintended movement from the operator: In the case 
of master–slave systems, movements of the operator that 
are opposite to the expected operation can pose a threat. A 
sneeze or a cough can provoke unintended movements of 
the hand that the robot might read as a command.  
Application of high frequency: High frequency surgical 
procedures are primarily used when cutting soft tissues, 
and pose a number of new threats to the patient and the 
operator, unlike to the ones when traditional incisions are 
used [25]. 
Usage of materials damaging the living organism: 
Chemicals applied during the procedure can potentially be 
poisonous for the body. 
Misplacement of the disconnected tissue: Disconnected 
tissue has to be continuously removed, as if they enter an 



TABLE I  

ROBOT HAZARDS BASED ON ISO 10218 

Type of 

group 
Hazard 

Surgical 

robot 

Mechanical 

hazards 

movements (normal or unexpected) of any 

part of the robot arm (including back) 
x 

movements (normal or unexpected) of 
external axis 

x 

materials and products falling or ejection   

manipulation of products and materials, 

including ejection 
x 

impossibility to go out robot cell (via cell 
door) for a trapped operator in automatic 

mode 

  

between fixtures (falling in); between 
shuttles, utilities 

  

Electrical 

hazards 

process using high voltage or high 

frequency, i.e. electrostatic painting, 

inductive heating 

x 

welding applications using high voltage   

Thermal 

hazards 

cold surfaces or objects x 

explosive atmosphere caused by the 

process, i.e., paint (atomized particles, 
powder painting), flammable solvents, 

grinding and milling dust 

  

exposure to temperature extremes required 
to support the process 

  

Noise 

hazards 

loss of balance, disorientation in working 

area of robot cell 
  

inability of two persons assigned to a task 
to coordinate their actions through normal 

conversation 

x 

long-term exposure to elevated noise 

levels 
x 

Vibration 

hazards 

loosening of connections, fasteners, 

components resulting in unexpected 

stopping or expulsion of parts 

x 

Radiation 

hazards 

EMF interference with proper operation of 
the robot system 

  

exposed to process-related radiation, i.e. 

arc welding, laser 
  

Hazards 

associated 

with the 

environment  

misidentification of real problem and 
compound problem by making incorrect 

or unnecessary actions 

  

Comb. of 

hazards 

unexpected movements of robot or end-

effectors or associated machine 
x 

misinterpretation of collaborating robots 
or simultaneous motion 

x 

high-speed rotational parts breaking or 

disengaging from part retention equipment 
x 

contacted by process-related expulsion 
(i.e., spot welding) 

  

part retention device fails   

unrestrained robot or associated machine 

part (maintained in position by gravity) 
falls or overturns 

x 

 

TABLE II 

NEW HAZARDS APPLYING TO INVASIVE/SURGICAL ROBOTS 

Type of group Hazard 

Invasive/surgical 

robot 

Natural 

orifice 

Through 

skin 

Mechanical 

hazards 

Lack of force feedback x x 

Failure of the force 
transmission device 

x x 

Blockage of device in the 

body  
x x 

Pressure due to inflation x x 

Electrical 

hazards 

Unintended cessation of 

the power source 
x x 

Speed of signal 

transformation 
x x 

Vibration 

hazards 

Unintended movement 

from the part of the 

operator 

x x 

Radiation 

hazards 

Application of high 
frequency 

x x 

Material/ 

substance 

hazards 

Usage of materials 

damaging to the body 
x x 

Hazards 

associated 

with the 

environment  

Misplacement of the 

disconnected tissue 
x x 

Comb. of 

hazards 

Collision of the robotic 

arms 
  x 

Positioning of the end 

effector during its repl. 
x x 

Unintended clamping 

force 
x x 

Unintended clamping 

time interval 
x x 

Speed of rotation 
 

x 

Tissue motion 

hazards 

Unintended movement of 
the parts of the body 

x x 

 

undesired place they can cause complications during and 
after the procedure. 
Collision of the robotic arms: Collision of the end-
effectors is indispensable during a procedure, but as a 
consequence of a wrong command the arms can have an 
unintended contact, resulting in a negative effect. 
Positioning of the end effector during its replacement: 
Repeated positioning of the end-effectors is necessary in 
the case of a laparoscopic procedure due to the restricted 
area of penetration. During the replacement of the 
equipment, the position can change leading to the damage 
of the tissue. 

Unintended clamping force: Every soft and hard tissue 
has a different degree of tolerance regarding clamping 
force before they suffer permanent damage. Poorly chosen 
clamping force can be a threat to the tissue. 
Unintended clamping time interval: Certain tissues can 
only be squeezed for only a certain amount of time with a 
certain amount of force before it potentially becomes 
damaged. 
Speed of rotation: When drilling, the speed of rotation 
has to be well chosen to avoid a possible threat. 
Unintended movement of the parts of the body: Soft 
and hard tissues have neurological particularities that can 
cause movement as a result of an unexpected effect. This 
is a potential hazard during surgical procedures. 

Obviously, not every source of hazards appears in the 
case of a unique surgical robot; therefore, separate 
particular standards are necessary for invasive/surgical 
robots that enter through a natural orifice or through the 
skin. The threats included in the ISO 10218 standard 
provide the basis for the list of new threats in the case of 
surgical robots, as a special for of human–machine 
interaction. These hazards are presented in Table II. 
Tissue motions for example is a group of threats where 
adequate regulation of autonomous functions is required, 
however this issue only surfaced in the field of medical 
robotics and such was not present in the case of industrial 
applications. Further, when fixing tissue, taking the 
possible clamping forces and positions into consideration 
is necessary, as this also means a new threat to the success 



of the operation and to the human body. An unexpected 
and unintended movement caused by the reflexes of the 
human body can also lead to serious injury. Consequently, 
adequate fixing also requires special attention. 

IV. CONCLUSION 

Medical robotics involves a special form of human–
machine interaction, especially in the case of invasive 
applications. During our research, we concluded that as of 
today, there is no adequate standard for invasive/surgical 
robotic devices. Manufacturers and users have to apply 
certain related standards that do not completely address 
the risks of this field, especially in the case of autonomous 
operation. The creation and application of a safety 
standard is indispensable in the future, as the field of 
medical robotics is rapidly expanding, and complications 
during procedures can occur from previously unidentified 
sources. Furthermore, it can be concluded that current 
standards are obsolete and need an update due to the 
extensive pace of system development. This work has 
begun in the working groups of the major standardization 
bodies. In the future, definitions of invasive/surgical 
robots will be necessary with the further grouping along 
specific procedures that pose different threats to patients 
and operators. 
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Abstract— The paper deals with appropriate calibration of 

multispectral vision systems and evaluation of the calibration 

and data-fusion quality in real-world indoor and outdoor 

conditions. Checkerboard calibration pattern developed by our 

team for multispectral calibration of intrinsic and extrinsic 

parameters is described in detail. Circular object for 

multispectral fusion evaluation is described as well. The objects 

were used by our team for calibration and evaluation of 

advanced visual system of Orpheus-X3 robot that is taken as a 

demonstrator, but their use is much wider and we suggest to use 

them as testbed for visual and optical measurement systems of 

mobile robots. 

I. INTRODUCTION 

Reconnaissance mobile robotics gains importance during 
the last years. Visual and space measurement subsystem is 
typically the most important sensory equipment with most 
significant impact to mission success. There are many 
missions in today’s society that may require expendable 
robots to perform exploration in inaccessible or dangerous 
environments instead of indispensable people, e.g. CBRNE 
(Chemical, biological, radio-logical, nuclear, explosive), 
counter-terrorist fight, US&R (Urban Search and Rescue), 
etc.  

Since the missions take place in real world, the robots 
have to be equipped for most, if not all, possible conditions 
that may happen. During both military and non-military 
search and rescue missions the robot can meet such a 
conditions like complete darkness, smoke, fog, rain, etc. For 
these conditions, purely visual spectrum is not sufficient to 
provide valuable data. One of the most promising approach 
for wide spectrum of situations is combination of data from 
visual spectrum, near infrared spectrum and far infrared 
spectrum. In visual spectrum (using standard tricolor 
cameras) the operator has the best overview of the situation, 
since he/she gets signal that is most similar to what he knows. 
By using thermal imagers working in far infrared spectrum 
he/she can perfectly perceive even slight changes in 
temperatures and this spectrum very well penetrates through 
water particles (fog, rain) plus it is not affected by visible 
light conditions. Most TOF (time-of-flight) proximity 
scanners and cameras work in near-infrared spectrum.  

Data from abovementioned sources may be used for two 
main tasks – building of multispectral digital maps (e.g. 
evidence grids [1]) and real-time operator control of the robot 
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(e.g. using visual telepresence [2]). So using the mentioned 
sensors we have multispectral data and to get the most 
information from them for both named cases, it is necessary 
to align them. The first necessary step is to make geometrical 
calibration of each of the sensors independently, than it is 
necessary to find translation and orientation of coordinate 
system of each camera/sensor.  

In this paper we deal with design of calibration objects for 
intrinsic and extrinsic parameters in that way that only one 
calibration object is necessary for all mentioned spectrums. 
We also deal with design of evaluation targets for evaluation 
of abovementioned multispectral calibration as well as data 
fusion – both in real-world indoor and conditions. 

The described techniques were applied on Orpheus-X3 
robot developed in our laboratory, but they are universal. The 
algorithms and techniques may be used for different 
combinations of sensors in more spectrum ranges. The 
proposed multispectral calibration pattern may be used for 
any subset of mentioned sensors, the evaluation targets can be 
coped as general tool for assessment of visual system fusion 
quality. 

A. Orpheus-X3 

The Orpheus-X3 is an experimental reconnaissance robot 
based on the Orpheus-AC2 model made by our team to 
facilitate the measurement of chemical and biological 
contamination or radioactivity for military. The Orpheus-X3 
offers the same drive configuration as its predecessor which 
makes the robot very effective in hard terrain and enables it 
to achieve the maximum speed of 15 km/h. The robot 
markedly more versatile than Orpheus-AC2, and this is a very 
important aspect in a robot made primarily for research 
activities. Furthermore, the device is equipped with a 3DOF 
manipulator for the sensor head. The Orpheus robots are 
described in more details in our previous papers, such as [3]. 

Sensor Head 

The sensor head containing five optical sensing elements 
is shown in Fig.1. The sensors are as follows: 

 Two identical tricolor CCD cameras (see 1 in 
Fig.1): TheImagingSource DFK23G445 with the 
resolution of 1280x960 pixels. 

 Two identical thermal imagers Flir Tau 640 with 
the resolution 640x480, temperature resolution 
0.05K. 

 One TOF camera (see 3 in Fig. 1): A Mesa Imaging 
SR4000 with the range of 10m, resolution of 
176x144. 
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Figure 1.  The sensor head. 1 – tricolor CCD cameras; 2 – thermal imagers; 

3 – TOF camera 

It is obvious from the preceding text that the fields of 
view (FOVs) of the sensors are similar. The largest FOV 
captures the TOF camera, which is required for the 
simultaneous use of stereovision and thermal stereovision. 
The main disadvantage of the applied TOF camera is its low 
number of pixels (spatial resolution). Compared to the CCD 
cameras, it is about 10 times lower in one axis, and in relation 
to thermal imagers it is twice lower. 

II. SENSOR CALIBRATION  

Calibration of the sensory head comprises the following 
stages: 

  range calibration (TOF camera), 

  temperature calibration (thermal imageres),  

 calibration of intrinsic parameters, 

 mutual calibration of extrinsic parameters.  

SwissRanger manufacturer guarantees absolute accuracy 
of measured distance ±15 mm only for 11 x 11central pixels 
[4] and other image regions don’t achieve this accuracy. 
Range calibration of TOF camera is described in detail in [5]. 

Temperature calibration is appropriate because of quite 
poor absolute precision measured temperatures (2K 
according to manufacturer specifications) and is described in 
[6]. Calibration of intrinsic and extrinsic parameters will be 
described hereinafter.  

A.  Calibration of Intrinsic and Extrinsic 

We proposed 3 calibration plate based on checkerboard 
pattern. At first sufficient contrast of the calibration pattern 
should be achieved only by different materials. This version 
comprised an aluminum panel (low emissivity; high 
reflectivity) and a self-adhesive foil (high emissivity; low 
reflectivity). The main problem related to this initial board 
consisted in the high reflectivity of the aluminum base in 
cases that images are acquire under non-perpendicular angle. 

The second version consisted of an aluminum panel with 
a laser-cut, anodized pattern and a chipboard covered by a 
black, matt foil. Anodizing of aluminum panel reduces high 
reflectivity. Good contrast of checkerboard pattern for 
thermal imagers was achieved by heating of aluminum part at 
50°C.  

The final version included a 2 mm laser-cut aluminum 
plate with active heating. This version is more comfortable 
and shortens time needed to prepare calibration. (see Fig.2). 

Figure 2.  The final calibration plate: the left and right CCD cameras (up); 

the TOF camera intensity image (center). the left and right thermal imager 

cameras (down).  

The calibration of the intrinsic and extrinsic parameters 
comprises the following stages: 

 images acquisition, 

 corner extraction based on automatic corner 
extraction from Omnidirectional Camera 
Calibration Toolbox for Matlab [7], 

 homography from extracted corners, 

 intrinsic and extrinsic parameters are computed 
from homography according to [8], 

 nonlinear optimization that minimizes the sum of 
the squares of the re-projection.  

Optimal image configuration that leads to reliable 
calibration parameters was determined. It is appropriate to 
use 9 images in configuration according to Fig. 3. Testing of 
optimal configuration is described in detail in [9].  

 

Figure 3.  Image configuration for sensor head calibration: blue arrows 

indicate direction of image acquisition, blue dot shows image in normal 

position; examples of images for optimal configurations (down)  

Camera calibration model is described in detail in [5]. 
Table 1. shows values of re-projection errors from calibration 
used for data fusion evaluation 
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TABLE I.  REPROJECTION ERROR FOR MUTUAL CAMERA CALIBRATION  

Results for mutual camera calibration 

Camera Re-projection error [pixel] 

TOF camera 0.34 

CCD left camera 0.45 

CCD right camera 0.44 

Thermal imager left 0.57 

Thermal imager right 0.42 

III. DATA FUSION 

Data fusion is performed by means of image 
transformations. The range measurements of the TOF camera 
can be displayed into images of the CCD cameras and 
thermal imagers using spatial coordinates. According to 
identical points (ID) of the TOF camera transformed into 
frames of the CCD camera and the thermal imager, the 
thermal image can be displayed into the CCD image and vice 
versa (see Fig. 4).  

 

Figure 4.  Scheme of data fusion: up – TOF and CCD data fusion; centre - 

TOF and thermal data fusion; down - CCD and thermal data fusion).  

The input data for data fusion include the range 
measurement, the image coordinates of all sensors, and the 
results of previous calibration. The procedure comprises the 
following stages: 

 Computation of spatial coordinates measured by 
TOF camera. 

 Homogeneous transformation to determine 
measured spatial coordinates in frames of other 
cameras. 

 Perspective projection to determine image 
coordinates in frames of other cameras. 

 Correction of recalculated image coordinates to the 
calibrated position of the principal point. 

The spatial coordinates X, Y, and Z are computed 
according to Eq. 1 and 4, where x, y are image coordinates of 
TOF camera, f focal length and d0 is measured distance 
projected on optical axis. Calculation of spatial coordinate Z 
is simplified by substitution of cyclometric function Eq.3  
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The homogeneous transformation is determined by Eq. 5, 
where R[3×3] is the rotational matrix, t[3×1] is the translation 
vector, and X', Y', Z' are the spatial coordinates of the second 
sensor. The image coordinates of the TOF camera in the next 
frame xc',yc' are computed using perspective projection 
(Eq. 6), where f' is the focal length of the second sensor. 
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IV.  INDEPENDENT EVALUATION OF DATA FUSION 

The principle of this evaluation is comparison of identical 
objects directly extracted from images from CCD cameras 
and thermal imagers with objects extracted from images from 
TOF camera and projected to CCD cameras and thermal 
imagers frames using data fusion algorithm. 

Final design of target clearly identifiable in images of all 
cameras was aluminum circle covered with black paper in the 
middle and with 3M red reflective tape on the edge with 
active heating. Reflective tape is used for easier identification 
of targets in images of TOF camera, but significant 
disadvantages of this reflectivity is missing measured 
distances, since too big portion of light is returned 
unidirectionally. The matte paper in the middle of the circle 
was used to overcome this problem – it is easy-to-be-
identified by the TOF camera. We used 3 aluminum circles 
with 20 cm and 30 cm diameters. The targets are well 
identifiable on images of all 3 camera types (see Fig. 5). 
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Figure 5.  The images of final target for the verification of the data fusion 

accuracy: the left and right CCD cameras (up); the TOF camera intensity 

image (center); the left and right thermal imager cameras (down).  

87 images were obtained in the experiment under real 
indoor conditions from the free ride of robot. 211 extracted 
objects were used for data fusion evaluation, TOF camera 
image radial distance for these objects was in range from 1 - 
67 pixels, range for measured distance was from 1.1 to 5.7 m.  

Table 2. shows standard deviations σx, σy of image 
coordinates x, y projected by proposed data fusion algorithm. 
Values of standard deviation are given in pixels of CCD 
cameras and thermal imagers. Standard deviation for CCD 
cameras reach values about 3 CCD pixels (around 0.3 TOF 
camera pixels) and standard deviation for thermal imagers 
about 1 thermal pixel (around 0.5 TOF camera pixels). 

TABLE II.  IMAGE COORDINATES X,Y AND IMAGE STANDARD 

DEVIATION OF DATA FUSION 

Camera 
Standard deviation of coordinates x, y  

[pixels of investigated camera] 

 σx σy 

CCDl 2.4 3.2 

CCDr 3.0 3.3 

THERMOl 1.0 1.2 

THERMOr 1.2 1.1 

V. CONCLUSION 

As it is apparent from evaluation experiment described in 
Chapter 4, the fusion described in Chapter 3 is possible, but 
has its limits. The main problems come from the fact, the 
cameras used in the described case have significantly 
different spatial pixel resolution. It has to be said, the 
cameras were carefully selected to have parameters 
appropriate for Orpheus-X3 robot’s main mission – real-time 
telepresence with augmented reality containing thermal 
information. The cameras had to be small, lightweight, but 
they had also offer unusually wide field-of-view. We can 
suppose for bigger robots sensors with considerably higher 
resolution might be used.  The sensor resolution will also 
evolve in time (thermal cameras, 3D proximity cameras). 

Numerical evaluation of data fusion algorithm is as 
follows: standard deviation for x, y image coordinates is 
around 3 pixels for CCD cameras (0.3 Pixel of TOF camera) 

and around 1 pixel for thermal imagers (around 0.5 TOF 
camera pixels). 

The presented calibration process and evaluation may be 
used for visual and optical measurement systems of mobile 
robots in general, so its use is much wider than on presented 
Orpheus-X3 robot demonstrator.  

 

Figure 6.   Image of CCD camera (upper left), image of thermal imager 

(upper right), uncalibrated data fusion (bottom left), calibrated data fusion 

(bottom right). 
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