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This paper illustrates the necessity of a Code of Conduct for Robotics and Artificial 
Intelligence – ethical and moral guidelines for the development and use of these 
technologies – by analyzing some of the potential (socio-) economic effects that might arise 
from technological advances in these fields. Contrary to other works in the field of 
roboethics, the authors did not strive to analyze individual cases that are of interests for 
ethicists and moral philosophers, but want to offer a broad, holistic and economic view on 
the effects of robotics and artificial intelligence on our future economy and, in the second 
instance therefore also society, as well as on the concept of Robotic & AI Governance for 
self-regulation of ethical, moral, sociocultural, socio-political and socio-economic 
questions, using a market mechanism. 

1.   Introduction 

Robots are currently changing not only our manufacturing processes, but are 
gaining importance in other fields like service or consumer/household robotics. 
Europe’s public view on these developments is rather critical and the fear that 
robots could replace jobs in the future is still present, even though studies suggest, 
that this is not the case (e.g. [1]) and that robots are currently creating more jobs 
than they are replacing. The European governments on the other hand are 
investing heavily in new technologies like service robotics, to create a competitive 
advantage for the region in the future. In countries like Japan, for example, robots 
are more accepted by the public, in general, due to cultural reasons.  

Due to these changes, ethical and moral standards have to adapt. Researchers 
and scientists should critically ask themselves how their inventions will be used, 
who will profit from them and who will not as well as if they are sustainable [2] 
or if they can be misused, e.g. to commit crimes. In general, all these questions 
can be broken down to some general statements regarding for example the 
freedom of science and if it justifies the uncontrolled development of new and 
potentially dangerous technologies. To restrict research and development, on the 
other hand, means to hinder innovation.  

129

tokhim
Typewritten text
ICRES 2018: International Conference on RobotEthics and Standards, New York, USA, 20-21 August 2018.https://doi.org/10.13180/icres.2018.20-21.08.003

tokhim
Typewritten text
© CLAWAR Association Ltd



Another one of these points is the missing “humanness” of machines. They 
cannot feel anything like compassion or sympathy and therefore it could be 
necessary to restrict the use of robots to fields where that lack of these qualities 
cannot lead to ethical conflicts. Asimov’s laws [3] of robotic for example do not 
allow the robot to harm humans, but is not considering this specific question 
regarding the lack of empathy. This leads to the idea if it could be possible to 
implant such a system of values into a robot. And could these values be 
compatible with Asimov’s laws? Many use cases, e.g. in service robotics would 
potentially imply a conflict of interest between the human’s freedom of choice 
and Asimov’s laws, for example if a robot is asked to serve alcoholic beverages 
to a customer, which are generally known to be harmful to health. How can a 
robot be enabled to make that decision? Can it distinguish between customers that 
are capable of taking that decision on their own (adults) and customers that are 
not (e.g. minors or mentally handicapped people)?  

All these questions illustrate how complex the discussion regarding 
roboethics is. The goal has to be to prepare the generation of ‘Robotic Natives’ 
[4] to handle those autonomous robotic agents, to benefit from them and to co-
exist with them.  

 

2.   Effects on the Labor Market 

Thinking about the future of human labor, it has to be examined in which 
cases humans can, might or even should be replaced by machines and in which 
this seems impossible, improbable and undesirable. Many researchers think that 
the idea of an independent robot is science fiction. At the moment, automation of 
work is mostly restricted to industrial robotics, housed in factories and heavily 
constrained environments. The outside world is unpredictable and robots are in 
general better at pre-defined and narrow tasks and contexts. In addition, there are 
many legal questions yet unsolved [6].  

Therefore, complex cognitive tasks, creative work as well as social-emotional 
intelligence can and will not be replaced by robots in the near future. Human labor 
will most likely experience a shift from physical work to more creative and 
complex jobs like artists, designers or public relation specialists. In addition, new, 
creative jobs might evolve in this process. The job market of the future will also 
see more part-time jobs as well as jobs where robots and humans work together. 
In addition, it is reasonable to expect that more people will work in jobs where 
social skills are important, such as e.g. elderly care, which could in addition help 
to solve the problem of labor shortage in these fields [7]. 
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There are many studies regarding the amount of jobs that can be automated 
in general. Nevertheless, the utilization of new technologies is slowed down by 
economic, legal and social hurdles and the robotics industry is also creating new 
jobs. Taking heterogeneity of workers’ tasks within occupations into account, 
across the 21 OECD countries, on average 9% of jobs are automatable, according 
to a report by Arntz et al. (2016) [8]. On the other hand, it is also possible to find 
reports that predict job losses of between 5 and 10 million jobs by 2020 [9]. 
According to a McKinsey report, technical work is more adaptable to automation. 
Jobs that require imagination, creativity, common sense, goal-setting and strategic 
thinking are harder to automate. Activities which involve managing and 
developing people for example have currently, according to McKinsey, only 9% 
automation potential, jobs that apply expertise to decision making, planning or 
creativity 18% [10]. The following figure illustrates the automation potential of 
jobs according to specific work activities: 
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Figure 1. Work activities and automation potential [10]  
 

There is much less research regarding the area of service robots and their 
effect on the labor market. A trend towards robots overtaking non-standardized 
tasks in this field of research can be noticed, due to technological advances. In 
addition, the prices for service robots are much lower than for industrial robots, 
which reduce the costs. Robots are not yet, but could become soon, a part of the 
value creation process in the service sector, even though this does not necessarily 
mean that they substitute human labor. They could also complement employees 
and make them more productive [11]. In a hospital for example, robots could 
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overtake transportation and logistics tasks and therefore the human workforce 
has more time available to spend with patients. 

Maybe we do not necessarily have to be afraid to lose our jobs, due to an 
ongoing automation. Nevertheless, we will see a shift on the labor market and 
maybe not every employee is suitable for a job which requires creativity or 
leadership competence. The shift towards more service and social occupations 
will also mean that it could be necessary to re-educate employees and to change 
the perception and status of these jobs in our society. On the other hand, this could 
be a solution to labor shortage in these fields as well as an answer on how to deal 
with demographic change and an overageing society. Not only will there be more 
humans available to care for elderly people, less physically demanding jobs could 
also mean a chance for elderly people to be available on the labor market longer. 
Therefore, a structured and planned automation of work seems to be the 
reasonable solution to ensure, that these positive effects can be exploited without 
risking a de-stabilization of the labor market. 

 

3.   Military Robotics 

New emerging technologies do not only change the labor market but have 
also the potential to change military and defense industry as well. Artificial 
intelligence and autonomous aerial and ground robots open up new ways of 
warfare. This also ethical raises questions like [12] 

 
 Will autonomous robots be able to follow established guidelines of the Laws 

of War and Rules of Engagement, as specified in the Geneva Conventions?  
 Will robots know the difference between military and civilian personnel?  
 Will they recognize a wounded soldier and refrain from shooting?  
 The ethical debate on military robotics is multi-layered. On the one hand, 

using robots in the battlefield could mean to preserve the lives of soldiers, 
who could have been harmed or killed otherwise.  
 
The United Nations on the other hand urge to ban so-called “lethal 

autonomous weapons systems” before they are even developed [13]. Because of 
the increasing autonomy of robots, the prospect that systems could be used more 
flexible and therefore encounter influences which were not anticipated, as well as 
the complexity of technology, operational morality could not be sufficient for 
military robotics. Operational morality means that the actions of a robot are 
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completely in the hands of their designers or users and therefore the robot itself 
does not have to evaluate its actions regarding ethical concerns [12]. 

The effects of an unregulated development and use of these technologies can 
be illustrated using game theory. It could result in an AI arms race between 
superpowers like the US, Russia, the EU and China. Therefore, it seems necessary 
to prevent the development of such technologies before they exist, if this is not 
already too late by establishing regulations and not to found research in this field 
of expertise. Using robotics and artificial intelligence in military fields could 
mean advantages for the country or region regarding for example reaction time. 
This could result in a future where it is rational to ban human control almost 
entirely in military scenarios or applications [14]. 

The situation can be described by a social prisoner’s dilemma scenario. If we 
look at two parties, e.g. the US and Russia, it is best for every single party to invest 
in military robotics and artificial intelligence. Nevertheless, the overall welfare is 
higher, if no one invests in these technologies [15]. The problem in real world 
scenarios is, that there is imperfect information and therefore it is difficult or even 
impossible to determine if the other party is collaborating, before it is to late. 
Therefore, it is “safer” for every single party to invest in these technologies, just 
in case the other party does so too. The following payoff matrix illustrates this by 
showing an example for possible outcomes of the individual country as well as 
overall outcomes, resulting from the different decisions: 

 
Table 1. Example for a payoff matrix - prisoner’s dilemma. 

 
 
 
 
 
 
 
 
Regulation, e.g. in the form of a code of conduct could help to eliminate 

information asymmetries and therefore make it more profitable for all involved 
parties not to invest in the development and use of artificial intelligence and 
military robotics in these fields. Nevertheless, in order to make the mechanism 
work, commitment of all parties as well as monitoring are crucial factors to build 
trust in these standards or guidelines [5].  
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On the other hand, not stopping these developments could result in a so-
called “race to the bottom” regarding safety standards, as already illustrated in the 
case of military armament and private possession of weapons [14], [16]. 

 

4.   Regional Effects 

An ideal scenario would be to establish worldwide binding laws that will 
cover all critical questions and adapt to new developments without any time delay. 
But of course, this cannot be realized in practice. Therefore, Robotic Governance 
strives to provide and establish an ethical and moral framework for the new fields 
of robotics and artificial intelligence and therefore fill the gap that is necessarily 
emerging until such values will develop in society. This should empower 
individuals to make moral decisions as well as stakeholders and the society to 
identify parties that are not complying to these rules.  

Nevertheless, as the Robot Manifesto is not binding, it is not realistic to 
expect it to be established worldwide at the same time. But if, in the first step, 
countries and regions like Europe, which is often a pioneer in the field of 
regulation and standards, or some important manufacturers and research institutes 
will voluntarily commit to these values, this can lead to so-called California Effect 
[17], known from the environmental sector, and the adoption of the code of 
conduct in other regions and companies. Here, the influence of the regions or 
stakeholders complying are important factors as well as, of course, the pressure 
from possible image damage in the public. 

Another possible effect is the emergence of clusters. Again, two scenarios 
seem possible, looking at the field of environmental regulation, as a benchmark. 
On the one hand, it is reasonable to expect, that restrictions in research and 
development will lead to a competitive disadvantage, if other regions will invest 
in these technologies. The results would be robotic clusters in economic regions, 
which do not comply to these frameworks. Clusters are defined as a regional 
concentration of organizations, which are all connected by the same industry or 
field of activity. Due to the geographical proximity externalities and a potential 
for competitive advantages arise [18]. The so-called pollution haven hypothesis 
implies that companies from countries with a strict regulation will shift their 
production facilities abroad, in order to avoid these requirements [19]. This raises 
the question, if Robotic Governance will lead to robotic or technology havens. 
But here, the soft-regulation or self-regulation has advantages compared to a legal 
solution. The companies and organizations comply to these rules either because 
they are convinced that it is the right thing to do, e.g. because they were involved 
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in the process of establishing these guidelines, or they expect a competitive 
advantage from complying or at least a competitive disadvantage from not 
participating because of strong market pressure.  

On the contrary, the Porter hypothesis suggests that regulation can also foster 
innovation - contrary to common neoclassical theories, which are based on the 
assumption, that a normal, profit orientated company will already have exhausted 
all available possibilities to increase efficiency and that additional regulation 
therefore would only involve additional costs [20]. Porter and van der Linde 
(1995) believe, that regulation can make companies more productive and 
encourage investments and technical progress in new directions. In addition, 
responsible organizations could gain a competitive advantage [21]. 

One might argue that especially in this context a variety of regulations could 
be beneficial for single states and regions. When Brandeis (1932) described the 
United States as laboratories of democracy, he acknowledged the benefits of 
allowing differing regulations, which can be adapted to the different needs and 
wishes of the population and therefore allow a greater freedom of choice [22]. 
Nevertheless, since 1932, Globalization changed a lot. The population is not 
always the customer base of the economy in a country or region. The effect would 
be, most likely, that some regions in developed countries offer sustainable 
products for a niche market that is very informed and could even gather a 
competitive advantage in this market. On the other hand, in other countries, where 
regulation is less strict, companies could produce e.g. technologies which do not 
meet certain ethical or moral standards and therefore be cheaper or more attractive 
for certain markets. 

5.   Conclusion 

Of course, this is only an overview of some of the potential economic effects 
of technological advances in the fields of robotics and artificial intelligence. A 
complete analysis is almost impossible. Nevertheless, the examples illustrate why 
Robotic Governance and a Robot Manifesto – a Code of Conduct for the robotics 
community – might be more efficient than legislation, from an economic 
perspective, in order to solve the ethical and moral questions currently arising 
from the development of new technologies like artificial intelligence and 
autonomous machines. 

The authors belief that, due to the fast pace of these developments, we have 
to create a uniform set of values regarding the development as well as use of robot 
and artificial intelligence, not to be overrun by the rapid technological progress in 
this fields, like this was the case with digitalization and the internet. We should 
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enable individuals to make moral decisions in particular cases, based on these 
accepted and trusted values and guidelines, instead of trying to regulate every 
single, ethically questionable case that might arise during the development of 
these new technologies. Especially because it is very hard to predict future 
innovations and technological breakthroughs as well as their effects in advance. 
In addition, if the technologies are developed, there is no way to undo them again. 

The goal of the robotics community should be to develop technologies that 
will enhance the quality of life and serve humans, instead of posing a potential 
threat. Robotics and automation technologies have the potential to solve many of 
the problems like labor shortage and an overaging society, the economies of 
industrialized countries are currently facing. Robots could take on jobs that are 
dangerous or unpleasant for humans. Nevertheless, we should shape our future 
actively, instead of reacting to changes and trying to solve issues, after they 
emerged.  
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