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Abstract. Online connectivity now defines our ‘information civilisation’ and presents many benefits and 
risks. The dynamics of these multi-layered risk/benefit relationships are complex, but what is common 
throughout are risks relating to metrics of increasing values, from number of users connected, types of 
connectivity, time users spend connected, the number of connected devices, and the increase in user data 
harvesting. The online phenomenon presents an increasingly complex risk phenomenon. Fortunately, 
research confronts many of these risk contexts, so much so there are many growing narratives of both benefits 
and risks regarding online connectivity. The article focuses on one particular narrative concerning the risks 
of the connected online phenomenon. For the ease of discussion, we use Sherry Turkle’s 2006 work the 
“Tethered Self” as the start of the online connectivity and risk narrative. Turkle framed some of the risks of 
increasing connectivity, under the title of the “always-on culture”. The narrative has grown in recent times 
with the addition of the internet of things as another medium of connectivity, consisting of numerous forms 
of “always-on devices”. The article maintains that the growing popularity and development of artificial 
intelligence assistants presents another evolutionary sequence of the always-on narrative. Furthermore, the 
narrative now moves from user-controlled connectivity, third party connectivity to connectivity mediated 
through artificial intelligence assistants/agents. The article aims to interrogate and contribute to the risk 
framing of artificial intelligence assistants by situating the technology in the always-on narrative. 

 

1. Introduction 

Developments in artificial intelligence (AI) will pose substantial risk governance issues for 
society in the coming years. We are already seeing a move towards ubiquitous network 
connectivity with its associated issues which may be described in terms of, to use Turkle’s 
terminology, “the tethered self.” [50]. Here we see the self as a user, is somehow compromised 
as it struggles to deal with a more or less constant interface with the digital world. The divide 
between offline real world and online digital world is no longer clear. That said, the current 
situation does allow for some elements of agency in that consumers can opt in and out of the 
digital world, but this is becoming increasingly unclear, uncertain and we claim unattainable. 
We maintain that over time we will move from a situation where citizens retain the ability to 
navigate in and out of the digital world, to one where the dominance of the IOT will tend to 
compromise that freedom and then finally to a situation where the self is not only tethered to 
the digital world but through AI assistants (AIAs) is effectively guided through it. The 
implications in terms of personhood, human agency and power asymmetries are enormous. The 
process of monetarisation of data is already well under way and has created strong momentum 
for this move through phrases 1-3 to take place. At the same time this process poses unique 
challenges in terms of risk governance. What is at stake are current paradigms around informed 
consent and human agency. The paper claims that in framing the risks associated with these 
issues concerning the three phases of - “always-on”, the ubiquity of IOT and the presence of AI 
assistants, we will bring greater clarity to the many actors faced with creating systems of risk 
governance. The contextualisation of the three phases of evolving connectivity draws attention 
to an increasingly complex connectivity landscape and governance regime. The 
contextualisation is beneficial in elucidating the changing landscape of relations and risks 
between the diverse array of actors. 

 

65



AIAs are a state-of-the-art example of online connectivity, sustained, mediated and filtered 
through a prism of cloud-based AI. The paper attempts to conceptually frame AIAs in the 
context of three potential risk metrics; (1) risk regarding Sherry Turkle risk framing as the 
“always-on culture” [53, 50, 54, 52] and Catherine Middleton’s conception [35] and (2) risk 
framed in terms of the internet of things and “always-on” technologies/devices [17]. Both are 
inherently related conceptually but each present different technological relations between the 
user, how they connect, what data is harvested and what data the user is aware of generating. 
Therefore, the context of always-on in each case present important differences in meaning. We 
defend the framing of both, as intrinsic to the new phenomenon of surveillance capitalism [62] 
and data monetisation [24, 23], which presents the third risk metric. With increasing popularity 
and sophistication, AIAs will present another medium of connectivity. What is particularly 
different regarding this medium concerns the primary function of harvesting user data. AIAs 
will gather both user and environmental data from each living/social space they are placed in. 
As sensory technologies improve, AIAs will have audio and video data feeds, face and voice 
recognition, as well as other abilities to support more targeted data gathering. Moreover, it is 
expected that Amazon will add more advanced video capabilities to Alexa devices by late 2018 
[2]. Face recognition and behavioural analytics will undoubtedly inform future devices, but it is 
the currently unknown future new uses of data that also poses significant risk. Most importantly, 
the third risk concerns the many questions relating to how gathered/harvested data is stored, 
used for analytics, data wrangling, user behaviour studies and ultimately used to generate profit 
[23, 24]. All of which are dependent upon the service provider’s inference that the data users 
generate on privately owned platforms, services and infrastructure is owned by the providers 
and not the users. The amount of data generated by the digital world doubles every two years 
and it is expected to consist of 40 zettabytes of data by 2020.1 A great deal of this data will be 
generated by users, IOTs and AIAs. Accordingly, there are many questions to consider from 
who owns, controls, is accountable to who benefits from this data? 

2. Risk One: The Always-On Culture 

The internet offers an online world of digital domains and digital spaces to meet, access 
information, and services. The basic format of information sharing, and communication largely 
remains the same as outlined in the first website created in 1989.2 Nearly thirty years on and the 
virtual online world now has one in four people using social media3 to connect and meet others. 
Daily online social engagements and transactions amount to several billion, the number of users 
is increasing every day, it is estimated 4.5 billion Facebook users daily like a post.4  Online 
connectivity has become something we are obliged to use, a social norm that is becoming 
compulsory. This is largely a result in the change in connectivity to mobile smartphone 
technologies which are now inexpensive to use and increasingly support inexpensive online or 
free access. One reason for this change concerns how user numbers add value to platforms; this 
has been the case for some time in relation to marketing, advertising, click bait, redirects and so 
on. Facebook for over a decade continues to offer a free to use service that is built on a model 
of creating data monetisation from massive amounts of online users generating behavioural data. 
However, a new phenomenon has evolved from the value of users that is less transparent than a 
targeted advert or site redirect, it concerns using devices as machines to harvest user data to 
profile the user and to create data insights that can be used in-house or sold to third parties [14].  

 

                                                      
1 See: https://www.emc.com/leadership/digital-universe/2014iview/executive-summary.htm 
2 See: http://info.cern.ch/hypertext/WWW/TheProject.html 
3 https://www.medicalnewstoday.com/articles/275361.php 
4 https://www.webpagefx.com/internet-real-time/ 
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2.1. The Tethered Self 

In 2006, even before the exponential growth of smartphones and mobile connectivity, many 
perceived the dangers and risks of an emerging always-on culture. Since that time Sherry Turkle 
has continued to develop this narrative of always-on connectivity as the always-on culture [53, 
54, 50, 52]. So much so Turkle argued there were significant psychological risks associated with 
the always-on culture beginning to establish itself [50]. Since 2006, the always-on culture and 
the ubiquitous use of online platforms have presented numerous risks and become important 
governance issues [30, 7, 1, 21]. To date, the online world has largely been a domain defined by 
a boundary of user connection and group connectivity. As individuals, we possessed the 
important capacity to log out, shut down a device, and disconnect. With mobile connected 
devices such as laptops, smartphones and wearables, we have become what Turkle refers to as 
always tethered and hooked into the network by means of our desire to remain in the loop and 
show our availability [53]. The always-on culture in part consists of the human desire to be 
socially active, to be in the social loop and to remain socially informed. The connection was one 
sustained by this social desire. Accordingly, the ability to disconnect was a form of 
empowerment, a choice to say no I have had enough of Facebook, prompts and email. It was a 
means to return to the more natural environment of life without being hooked in. Disconnection 
for most did not mean social isolation, it merely meant refocusing on other non-digital social 
networks. However, with growing digitization, this ability, this choice to turn off and disconnect 
has been eroded for some time. With increasing use and ease of access, we have become 
psychologically hooked into online forms of socialization, and this is what Turkle was 
criticizing in much of her work. 

2.2. Risk and Governance of Always -On and Disconnection 

There are numerous governance strategies employed to combat the identified risks associated 
with always-on connectivity. These are reflected in the right to be forgotten (RTF) movement 
[43, 38] and the right to disconnect (RTD) [48] [22], regarding supporting the ability to 
disconnect from work and to sustain a work/life balance. It is sometimes phrased as the right to 
be forgotten after work hours “le droit de la de´connexion, or the “right to disconnect”” and 
some corporations have supported employees to disconnect and even delete out of hours emails 
[47].5 The challenge with emerging technologies such as always-on and ubiquitous always-on 
devices, embodied AI and AIAs, is that the ability to disconnect will no longer be straight 
forward or achievable. The challenge to disconnect will be beyond the capacity of users; 
accordingly, it is becoming a political question, it is becoming a question of governance. This 
is evident when one considers the case of Papua New Guinea and its state-wide disconnection 
from FB.6  The RSPH report [4] states that “91% of 16-24-year-olds use the internet for social 
networking”, while this is a surprising figure, also surprising is the claim that follows; “Rates of 
anxiety and depression in young people have risen 70% in the past 25 years”. The report claims 
that the move to virtual domains and online social networking has had a significant negative 
impact on young people regarding a 70% increase in depression and anxiety. The report is an 
important medium highlighting the dangers of the always-on social media culture that defines 
young people. It is also important in recommending numerous key responses to this difficult 
scenario. In a study carried out by Anxiety UK, the charities chief executive, Nicky Lidbetter 
maintains that participants identified the challenging scenario of breaking the social media use 
cycle and ultimately this could only be achieved by turning off the device.7 

The always-on culture represents two distinct forms of risk arising from always-on 

                                                      
5 See: https://www.irishtimes.com/opinion/editorial/reply-to-all-the-right-to-disconnect- digitally-
1.2927773 
6 See: https://postcourier.com.pg/shutting-facebook-png-reality/ 

7 See: https://www.medicalnewstoday.com/articles/247616.php 
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connectivity, the first concerns the undermining of a work/life balance and the second relates to 
potential psychological risks associated with the change from real-world socialization to online 
socialization. The former is summarized as “identification of work intensification and work 
extension practices” [35], and the latter relates to concerns forwarded by re- search such as the 
Royal Society Public Health (RSPH) report identifying risks of social media use and young 
people [4,45]. The above highlights a part of the many societal and ethical tensions that relate 
to online connectivity regarding both commercial and domestic communications. On the one 
hand, accessibility for all seems meritorious and on the other, it could pose negative outcomes for 
those who are supported to connect via the stress associated with the always-on culture, the 
anxiety of social networking and the erosion of a distinct work/life balance. The need to address 
such dilemmas and tensions regarding connectivity is now legitimized by the recent efforts of 
several states to provide governance measures to mediate between the demands of society for 
always-on connectivity and social networking, the demands of business to harness the benefits 
of always-on connectivity as well as the more recent phenomenon that has evolved from the 
always-on culture and social networking regarding data monetisation. 

3. Risk Two: Always-On Devices 

Turkle partly anticipated the more penetrating social phenomenon of always-on connectivity, 
further strengthened by a range of devices, from wearable tech such as fit- ness trackers to 
external third-party devices that proliferate our social, domestic and work spaces. These devices 
are best described by the category of the internet of things (IOT). Along with geotagging, our 
domestic spaces are increasingly becoming network spaces via a myriad of devices from fridges, 
pet feeders and speakers, all connected. Businesses are also seeking to adapt connected 
technologies to wearable technologies, in order to track employee activities. Collectively, as 
users, our data consists of mobile connectivity via smart phones, along with the IOT, which 
includes increasing amounts of context specific environmental data. The addition of the IOT to 
the always-on narrative, changes the paradigm of always-on from a paradigm of mobile user 
connectivity, to a new paradigm that incorporates external networked devices. Both point to a 
paradigm of connectivity that moves beyond the limits of user connectivity and the capacity to 
disconnect by switching off or simply disconnecting by leaving the smartphone behind. Turkle’s 
“always-on culture” concerns the societal and psychological phenomenon of online connectivity 
and the risks it presents. Whereas, Gray’s concept of always-on refers to many devices including 
“mobile phones, televisions, cars, toys, and personal home assistants—many of which are 
powered and enhanced by speech recognition technology” [17]. Gray is critical of the term 
“always-on” to refer to a range of devices, as there are important differences between devices 
relating to the extent of the data the devices have access to. But both Turkle’s and Gray’s 
description of always-on reflects a world of increasing connectivity, with the increasing ubiquity 
of connected devices, social platforms and network access. 

3.1. IOT, Connectivity and Data Collection 

Gray’s focus highlights the growing network of connectivity that presents a phenomenon where 
it is increasingly difficult to exercise choice to switch off, disconnect or unplug [17]. The 
infrastructure supporting network connectivity is now centred on wireless connectivity and 
mobile apps uniting user identity across software platforms and devices [5]. What is now 
emerging, from the proliferation of wireless network connectivity, the growth of global online 
platforms, the massive amounts of user data available, supplemented by new data harvesting 
devices, and the tools to analyse the raw data into even larger data sets, comes new opportunities 
for data controllers [24, 16, 26]. Big data and AI via always-on devices are designed to support 
more efficient data monetisation models of commerce [3, 23, 10]. Actors monetise data by means 
of a service/user agreement to support a legal right to access user data for in-house or third-party 
analytics. Such agreements are an example of users supporting data monetisation because of 
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their own data disorientation. This is echoed by Gray: 

“There is no doubt that the increasing prevalence of voice integration into 
everyday appliances enables companies to collect, store, analyze, and share 
increasing amounts of personal data. But what kinds of data are these devices 
actually collecting, when are they collecting it, and what are they doing with it?” 
[17] 

Smart technologies, whose operation and functionality are often more than they appear to 
users, present important examples of innovation that require risk/benefit analysis. This is because 
the risk/benefit relationship is complex, it is no longer clear what benefit the 
manufacturer/operator/service provider receives by supplying the product. It is no longer clear 
to users what the purpose of the technology is for or how the corporation gains profit from the 
product. For example, if the data a user generates by using a technology benefits the service 
provider and manufacturer by using the data for monetisation, should the user be fully informed 
in an explainable format how their data generates profit for the corporation? Such contexts of 
dual-use data technologies highlight how the front end provides convenience and domestic 
benefits. Whereas, the front-end service is secondary to the true functionality of the AIAs, as the 
primary function is not providing a service to users rather it is focused on gathering data generated 
by users to provide financial benefits to the service providers.  

 

3.2. IOT, Connectivity and Risk 

The always-on devices are reformatting the relationship between user and technological risk, as 
has been defined by the three examples. Accordingly, there is a need to understand the 
risk/benefit analysis of products that harvest user data, as always-on devices are now designed 
to. The ability to mitigate risk can prove to be valuable to industry and commerce. Risk 
management is now common practice and works alongside innovation and societal anticipatory 
re- search. Accordingly, risk provides fundamental knowledge metrics that constitute an 
intrinsic part to anticipatory governance research and governance systems. The utilisation of risk 
as a knowledge domain can prove fruitful given that a main part of its utility is the need to frame 
phenomenon in terms of potential harms/benefits metrication. This is particularly intuitive and 
informative in the context of technology, especially consumer technologies that are sold to 
consumers as offering benefits, with little attention given to the possible risks or harms 
associated with use. So much so that the question of risk is seldom stated, unless it is specified 
by law, as is the case with the identification of possible harms. For legal determinations to 
become mandatory, it is necessary that a scientific burden of proof is attained but this takes time 
and the pace of technology has confronted systems of governance with a pacing problem [31]. 
This is why in recent times, technology ethics and risk has evolved to become a key knowledge 
source to anticipatory research and governance. 

4. Risk Three: Artificial Intelligence Assistants; Data Surveillance and Data 
Monetisation 

Connectivity now consists of user connectivity via our always-on smart phones, third party 
connectivity such as facial scanners, security cameras, and a host of other networked devices 
via the IOT. With increasing network infrastructure, smartphones with numerous forms of 
connectivity in one device, third-party devices, and cross platform/device user profiles, 
connectivity consists of a complex multi-strand mesh phenomenon. Accordingly, we no longer 
make the decision to connect, we are now just connected by default. Pepita Hesselberth 
addresses this issue as the dilemma of connectivity and losing the capacity to disconnect [22]. 
The challenge of connectivity/disconnectivity is no longer user centred, it has moved beyond 

69



the capacity of the user to achieve disconnection. The online phenomenon is embedded into 
society, it now consists of billions of always-on devices (IOT). This expansive social mesh of 
network connectivity framed as the always-on phenomenon of users and devices, is now 
undergoing an important development. The devices that define this always-on phenomenon are 
being upgraded with intelligence by adding the functionality of cloud-based AI assistants. This 
is particularly evident in the domestic market with the growing popularity of AI assistants such 
as Siri, Cortana, Alexa, Google assistant, Bixby and emerging technology such as Google’s 
Duplex, available on many phones, wireless speakers and numerous other devices [56, 2, 29]. 

4.1. Framing Artificial Intelligence 

AIAs present an upgrade to the network phenomenon that supports the intelligent analysis of 
user data, user experience and user behaviour profiling. Already there are examples of functions 
that present potential risks and challenges, from Google’s Duplex8 deceiving a receptionist into 
thinking it was a human making the booking or Amazon’s Alexa transferring voice data to third 
parties. The challenges and risks range from regulation gaps, conceptual confusions to hardware 
or programming faults. This changing phenomenon of socially embedded AI technologies, 
present many challenges, especially regarding how to conceptually frame the technologies. 
There are many applications of AI and to avoid confusion between the different intelligence 
contexts, we claim it is beneficial to move away from a general categorization of AI and instead 
contextualize the specific AI technologies in existent technological narratives. This is in order 
to frame AI technologies in a context of meaning where the technologies will be used. By doing 
so the specific contexts of application can be framed and interrogated. It is now important to 
assess the societal, ethical and legal impacts, risks, tensions and challenges that the specific 
applications of AI technologies present [41]. 

4.2. Framing AIAs and Risk 

John Danaher describes the human/machine engagement and functionality of AIAs, in the 
context of cognitive out sourcing that presents a complex relational framework in need of both 
conceptual and ethical interrogation [14]. Whereas, Sherry Turkle maintains that there are more 
emotionally centred issues that need investigating, this is evident in the way we engage 
emotionally with forms of AI, from assistants to robots. What appears like a sophisticated 
emotional response from an AIA may also have risks relating to how users are determined by 
the response. For example, if an AIA makes emotionally weighted statements relating to being 
turned off or not being turned out or used enough, this presents both ethical and risk contexts 
relating to user engagement. Accordingly, many examples of embodied AI and AIAs use will 
present new relationships, that we perhaps as users of technology misunderstand [52]. There are 
also concerns as to how AIAs could be used to support behavioural and emotional responses 
from users [13], develop a digital dependency in replacement to human engagement [15], and 
present cognitive degeneration [14]. Many of these concerns can be situated in the existent 
literature regarding the evolution from analogue to digital technologies. 

There are three key typologies of risk relating to the emerging phenomenon of always-on 
AIAs that can be brought together to forward a beneficial risk narrative to interrogate AIAs. The 
first two relate to known risks concerning the phenomenon of what is identified as the always-
on culture [53, 51] and the more recent phenomenon of always-on devices [17]. Both of these 
risks are primarily framed in terms of risks relating to online connectivity, time connected and 
the inability to dis- connect. A large corpus of literature relates to both contexts of always-on 
risk. So much so that, we claim that when brought together, these two examples constitute an 
important technological narrative that frames user and societal risk in terms of online 

                                                      
8 See https://www.bizjournals.com/sanjose/news/2018/07/06/google-duplex-call-center-customer-
goog.html  
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connectivity. The third risk metric concerns AIAs as an emerging risk [44] phenomenon that 
presents additional risk scenarios, from AI risk exposure to decision processing, information 
retrieval and bias, to filtering online experience. AIAs are beginning to present a socially 
embedded example of AI, that users are typically unaware of the many potential risks to using 
the technology, the dual use context and the volume of data the assistants will analyse and 
harvest [39]. Accordingly, AIAs present a host of potential risk ranging from changing the HMI 
of user connectivity to introducing a dual use technology that not only offers benefits to users 
by means of its functions but also represents an important source of revenue to the service 
providers by collecting and harvesting user data for both data surveillance and monetisation 
purposes. We argue that this situation can in part be addressed by contextualizing AIAs in the 
established and well documented narrative of always-on risk. This supports framing AIAs in 
terms of identifiable risks regarding connectivity, time connected and the capacity or right to 
disconnect, with new risks presented by AIAs in the form of user data surveillance and data 
monetisation. Collectively, the metrics of identifiable risks of the always-on culture and always-
on devices, framed alongside the new risks of data surveillance and monetisation, present the 
new risk phenomenon in a context of a technological narrative that addresses risk. AIAs and 
recent innovation require that we re-examine and update the always-on narrative in terms of 
risk. This is supported when one considers that connectivity not only crosses numerous devices, 
places and networks, it is now with the advent of AIAs intelligently mediated. We have framed 
online risk in terms of connectivity and listed numerous metrics relating to it. The actual form of 
connectivity, the ease of connection, the time connected, how connectivity is intrinsic in 
determining online user experience, how it relates to what user data is available to service 
providers and third parties, and the capacity to disconnect, are all key risk metrics relating to 
user connection. In each one of these risk metrics, relating to the context of an always-on risk 
framework, AIAs present stronger risk metrics. In addition to this, AIAs also present several 
important additional risk metrics. One important example relates to how the form of connectivity 
changes from a HMI, that centres on physical user actions regarding hand motions of typing, 
clicking or swiping, to natural language processing technology. The change to a paradigm of 
voice interaction is an important example of a changing risk metric that presents many 
difficulties. 

4.3. Understanding Risk Through a Lens of Connectivity 

The form of connectivity has changed over the past three decades, it is no longer activated by 
our use, we no longer dial in, we automatically by default connect to Wi-Fi, or mobile networks, 
and we typed or swiped to engage online. In 2011 this paradigm model of connectivity began 
to change with Apple’s introduction of Siri, an always-on voice assistant that could receive voice 
commands and deliver information via voice, a user connects online via a cloud-based artificial 
intelligence assistant. The growing phenomenon of artificial intelligence assistants needs 
interrogating. Although, the metric of connectivity remains key, it is now undergoing significant 
change. Connected society started to change in an important novel way, our once latent online 
connections are increasingly mediated through a prism of artificial intelligence. An important 
and challenging question to consider is how do we understand and conceptually frame a 
technology that is designed to have a dual use? How are we to understand the risks of using a 
technology, if the front-end use of it is simple and entertaining but the back-end use it designed 
to retrieve personal user data. As citizens, as users, and as members of a society, there are 
societal, ethical and legal frameworks to protect us from harms. Whether it is freedom of 
expression, privacy, the right to be forgotten, data access, ownership or the right to disconnect, 
governance struggles to keep pace with technological and emerging data centred innovation. 
Accordingly, this scenario presents an opportunistic period to data monetisation actors, that 
benefit from this governance vacuum and lack of informed user consent. We are as users now 
tethered to not just a social network, but a network wherein the tether is open to control, 
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mediation and bias from examples of AI technologies, that are designed to be more akin to sales 
assistants than personal assistants. User data is becoming an increasing lucrative commodity, 
and so data surveillance and data monetisation are defining the online experience of uses. The 
always-on culture has become a necessary component of a lucrative data monetisation corporate 
culture, largely operating in a data wild west9 with a cohort of data wranglers creating financial 
gain/profit from user data.  

5. Conclusion 

It is apparent that systems of governance struggle to respond to emerging technologies, the 
advent of anticipatory governance is testament to the lag time that exists between advances in 
science and regulatory responses. Given the significant change that innovation presents to 
society, it is difficult to frame the innovation accurately, create informed metrics of anticipated 
impacts and possible risk to respond to the innovation in a timely and accurate manner [31]. 
This scenario is unwelcome, given that some actors see this as an opportunity to exploit the lack 
of legislative controls. So much so it’s often described as a lawless wild west of data [26, 59], 
wherein opportunity and profit is in part, built upon the premise that it’s open season on data as 
it is not illegal or unethical until it is determined by authorities to be so. With all user data stored 
and claimed by service providers as theirs to use (until legislation determines otherwise), we are 
confronted with the wild west of data. Although users agree to terms of service (TOS) or user 
agreements before use, it remains that this agreement is not forged on transparency, 
explainability and informed consent. From the standpoint of data surveillance and the 
monetisation model, it is important to recognize the business context; social media platforms 
cost money   to develop, to sustain, to create a secure environment and to support functionality. 
The model of providing services to users, in order to acquire user data, is a business model that 
will remain, as long as there is an opportunity to access data. Therefore, the data users generate 
on platforms is a commodity that is valuable to data monetisation models of business. A key risk 
confronting this model is user disconnection which is the most appropriate means of users 
mitigating always-on connectivity.  

There are evident challenges concerning; (1) how numerous different actors engage and 
understand the technology and, specifically, it’s social agency, (2) how the technology is 
designed and developed in an informed, transparent manner that can provide an important metric 
of explainability to users, (3) how the technology is governed to ensure that risks are accurately 
considered, and (4) how end users understand and engage with the technology, regarding making 
informed decisions as to the risk, benefits and limitations of the technology. In short, embodied 
AI technologies, such as AIAs, present more significant challenges to how the technologies are 
engaged. The article has identified the need to situate AI technologies, such as AIAs, in the 
context of a continuum of the development of the digital society. Our purpose is to update and 
develop existing narratives, so as to provide more accurate three-part risk frameworks that can 
promote more timely and accurate governance. It can also contribute to developing a more 
informed risk awareness in relation to users developing a more risk informed framing of the 
technology. In closing, it is important to frame AIAs in the context of risk, and with cognizance 
that users are by the very design of the technology, confronted with a built-in bias focused on data 
monetisation. It is also important to see the advent of AIAs as part of continuum and as we move 
across that continuum from more contemporary debates around the “always-on” toward AIAs 
as a dominant vector of our engagement with the digital world, the risk governance challenges 
will become more acute. 

 

                                                      
9 https://www.telegraph.co.uk/technology/2018/05/19/gdpr-wild-west-rush-data-law- 
digital-age/ https://stratechery.com/2018/techs-two-philosophies/ and 
https://www.theguardian.com/commentisfree/2018 no-moral-code-racist-ads-cambridge-analytica-
technology-ethical-deficit 
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